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ABSTRACT

Regional Specialization and Transport Costs*

We consider an economic geography model in which all firms and workers are
mobile, but the agglomeration of firms and workers within a region generates
urban costs. We show that industries with high transport costs tend to be more
agglomerated than industries with low transport costs. This is to be contrasted
to the result obtained in the one-industry case in which agglomeration arises
for low transport costs. We also show that firms supplying non-tradable
consumer services are more agglomerated than firms belonging to light
industries. In this case, the equilibrium involves an urban hierarchy: for each
good, a larger array of varieties is produced within the same city.
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1 Introduction

One of the most unsatisfactory aspects of the new economic geography is the
way the agricultural (or immobile) sector is described (Krugman, 1991; Otta-
viano, Tabuchi and Thisse, 2002). Farmers are not allowed to move between
regions and sectors, whereas the good they produce can be shipped at zero
cost.1 More importantly, this sector must be sufficiently large for dispersion
to arise as an equilibrium outcome; otherwise there is always agglomeration.
This makes the core-periphery model somewhat awkward to deal with the
fast-growing mobility of production factors. The relevance of an immobile
sector becomes, indeed, more and more questionable in a world experiencing
an increasing mobility of all factors. In this respect, the reader should keep in
mind that the reason for the agricultural sector in the core-periphery model
is to act as a dispersion force, while permitting trade imbalances in the in-
dustrial good. The role of such a sector is clearly declining in industrialized
countries and another dispersion force, more in line with the evolution of
modern economies, should be considered. This is the main purpose we want
to achieve in this paper.

To this effect, we disregard the agricultural sector and assume that all
workers and firms are mobile. As in Tabuchi (1998), the dispersion force rests
on urban costs that rise with the size of the population established within the
same region. Such a setting, which combines the mobility of industry and the
existence of urban costs, strikes us as being more suitable to study modern
economies of the 21st century than is the core-periphery model. It is worth
mentioning right away that this setting leads to results that significantly differ
from those obtained in the standard core-periphery model. Even though the
general pattern of one industry against declining transport and commuting
costs remains the same, it appears that heavy industries are likely to be more
concentrated than light industries. In addition, product differentiation acts
here as a dispersion force because price competition is no longer a dispersion
force once all consumers are mobile. Quite the opposite: price competition
fosters agglomeration because workers are to be compensated for the high
urban costs associated with the emergence of a cluster.

Another drawback of the core-periphery model is the systematic focus on
the industry as a whole.2 This implies that this model is not able to cope

1See, however, Fujita, Krugman and Venables (1999, Chapter 7) as well as Puga (1999)
for some extensions along these lines.

2See, however, the noticeable exceptions of Fujita, Krugman and Mori (1999), Venables
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with specific industries displaying different spatial patterns. The second con-
tribution of this paper is precisely to study the location of several industries
once it is recognized that all workers can change places. Specifically, we con-
sider two industries that differ only in the cost of shipping their output and
show how such a difference may affect the location of the two industries. We
want to stress the fact that this modeling strategy, though restrictive, is very
much in the tradition of Weber’s (1909) and Lösch’s (1940) location theory
in which different transport costs may explain why firms belonging to differ-
ent industries obey different locational patterns (see Hoover (1948) for more
details). Therefore, it is fair to say that our paper also aims at connecting
“classical” location theory and “new” economic geography.

By allowing for several industries to seek location, we open the door to
a new and richer sets of spatial configurations in which the industrial com-
position of regions is endogenous. In particular, we will see that commodity-
specific transport costs may lead to equilibria in which one sector is agglom-
erated, whereas the other is partially dispersed. Besides the extreme cases
of agglomeration and dispersion, we show that industries with high transport
costs tend to be more agglomerated than industries with low transport costs.
This seemingly counterintuitive result is illustrated in the special case of an
industry producing varieties whose transport costs are negligible, whereas
the other industry produces a nontradeable good. Spatial patterns involving
some degree of regional specialization typically emerge as equilibrium out-
comes, depending on the relative value of transport and commuting costs.
However, complete regional specialization occurs only in very special cases.
Instead, regions are diversified in that they involve firms belonging to each
industry.

Finally, our analysis of the two-industry case shows that results obtained
in the case of one industry do not necessarily carry over to several industries.
As a consequence, policy recommendations based on standard economic ge-
ography models have to be applied with extreme caution.

The remainder of the paper is organized as follows. The model is intro-
duced in section 2. Instead of using the Dixit-Stiglitz-iceberg framework, we
retain the alternative model developed by Ottaviano et al. (2002) because
it leads to analytical results. In section 3, we consider the case of a single
sector and show how the prediction of our model can be compared with the
ones derived from the standard core-periphery model. Even though the gen-

(1999), and Laussel and Paul (2002).
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eral pattern against declining transport costs is the same, it turns out that
changes in the key-parameters of the core-periphery model, namely the fixed
cost level and the degree of product differentiation, lead to very different pre-
dictions. The case of two industries with perfect mobility between sectors and
regions is considered in section 4. We show that different locational patterns
involving full dispersion, partial regional specialization, or full agglomeration
may emerge as equilibrium outcomes. However, allowing for both regional
and sectorial mobility of workers renders the analysis especially complex and
prevents a full analysis of the equilibrium configurations. This leads us to
investigate, in section 5, the special but meaningful case of a light industry
with negligible transport costs and of a business-to-consumer industry with
prohibitive transport costs. Section 6 concludes.

2 The model

Consider an economy formed by a population of L mobile workers and by
two regions, denoted H and F . There are n + 2 goods. The first one is
homogenous and available as an endowment; it is chosen as the numéraire.
There are n differentiated goods made available under the form of a con-
tinuum of varieties, each variety being supplied by a single firm producing
under increasing returns. The common fixed cost is denoted by φ whereas
the marginal cost is set equal to zero.

In the case of one differentiated good (n = 1), the utility function of a
worker is as follows:3

U(q0; q(j), j ∈ [0, N ]) = α

∫ N

0

q(j)dj − β − γ

2

∫ N

0

[q(j)]2dj

− γ

2N

[∫ N

0

q(j)dj

]2

+ q0 (1)

in which q(i) stands for quantity of variety i and q0 for the quantity of the
numéraire, whereas α, β and γ are three positive parameters such that β > γ.

In the case of n differentiated goods, the utility (1) is extended as follows:4

3This utility is the one proposed by Vives (1990), which slightly differs from that used
by Ottaviano et al. (2002). It has been chosen for analytical convenience.

4Note that (2) is equivalent to (1) when n = 1.
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U(q0; qi(j), j ∈ [0, Ni], i = 1, . . . , n) =
n∑
i=1

[
α

∫ Ni

0

qi(j)dj

− (β − γ)Ni

2
∑n

k=1 Nk

∫ Ni

0

[qi(j)]
2dj − γ

2
∑n

k=1 Nk

(∫ Ni

0

qi(j)dj

)2
]

+ q0 (2)

In the bracketed terms of (2), the nonlinear terms are weighted by the relative
size of each sector Ni/

∑n
k=1 Nk. This assumption is made to capture the idea

that, everything else being equal, an industry with a small range of varieties
has less impact on the consumer well-being than an industry with large array
of varieties.

When β > γ, (2) encapsulates both a preference for diversity between the
different goods as well as a preference for variety across varieties of the same
good. Assume, first, that an individual consumes a given mass of Qi units
of good i (= 1, . . . , n) and that consumption of good i is uniform and equal
to Qi/xi on [0, xi] and zero on (xi, Ni]. Evaluating (2) at this consumption
pattern yields

U =
n∑
i=1

[
α

∫ xi

0

Qi

xi
dj − (β − γ)xi

2
∑n

k=1 xk

∫ xi

0

(
Qi

xi

)2

dj

− γ

2
∑n

k=1 xk

(∫ xi

0

Qi

xi
dj

)2
]

+ q0

=
n∑
i=1

[
αQi −

βQ2
i

2
∑n

k=1 xk

]
+ q0 (3)

which is strictly increasing in xi for each i = 1, ..., n when β > γ. Hence,
xi = Ni must hold for each good i, that is, each consumer prefers to consume
all the varieties of each of the n available goods. Assume now that the total
consumption Q =

∑n
i=1 Qi is fixed. Then, maximizing (3) with respect to Qi

subject to Q =
∑n

i=1 Qi yields Qi = Q/n for i = 1, ..., n. In words, each good
is equally consumed, and hence each variety of any good is equally consumed.

The last good is land. As in standard urban economics, firms established
within the same region are located in the Central Business District (CBD)
of a linear city. Each worker living in the region uses one unit of land and
commutes to the regional CBD. As shown in Ottaviano et al. (2002), the
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urban costs born by a worker living in region H (resp. F ) after redistribution
of the total land rent are equal to θ

∑n
i=1 λiLi/4 (resp. θ

∑n
i=1(1− λi)Li/4),

where θ > 0 is the commuting cost per unit of distance. Denote by Li the
number of workers in industry i, with

∑n
i=1 Li = L. In such a context, the

budget constraint of a worker residing in region H, say, is given by

n∑
i=1

[∫ Ni

0

p(j)q(j)dj +
θ

4
λiLi

]
+ q0 = q0 + wH

where Ni = Li/φ is the number of varieties in industry i (= 1, . . . , n), p(j)
the full price of variety j in region H, λi the fraction of the work force in
industry i located in region H, q0 the worker’s initial endowment, and wH her
wage. The initial endowment q0 is supposed to be sufficiently large for the
equilibrium consumption of the numéraire to be positive for each individual.

Markets are segmented, that is, each firm is able to set a price specific
to the market in which its output is sold. This assumption is supported by
empirical investigations (Greenhut 1981; Head and Mayer, 2000) and can
be given some theoretical justification (Thisse and Vives, 1988). Hence, the
profits made by a sector i-firm located in region r = H,F are defined as
follows:

Πir = pirrqirr(pirr)
n∑
k=1

λkLk + (pirs − τ i)qirs(pirs)
n∑
k=1

(1− λk)Lk − φwir

where qirr (resp. qirs) represents the individual demand for good i of a worker
living in region r (resp. s) and wir the wage prevailing in sector i and region
r. As in Krugman (1991), entry and exit are free so that profits are zero in
equilibrium. The equilibrium wage in sector i and region r is then obtained
from the zero profit condition evaluated at the equilibrium prices.

Clearly, all prices and wages depend on the distribution of the labor force
across sectors (L1, ..., Ln) as well as on the interregional distribution of work-
ers within each industry (λi and 1− λi). These distributions depend them-
selves on the transport costs τ i and the commuting costs θ. It is a well-
documented fact that both these types of costs have dramatically decreased
since the beginning of the Industrial Revolution (Bairoch, 1985), although the
commuting costs are often neglected in the literature. Ideally, each of them
should be treated independently. However, in order to keep things tractable,
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we state our results in terms of the ratio between the transport costs τ i and
the commuting costs θ and study how the evolution of the spatial economy
changes with this ratio.

3 The one-sector economy

3.1 Market equilibrium

It is worth examining the case of a single industry (n = 1) in order to
identify its (dis)similarities with the standard core-periphery model. Since
the labor market clearing condition is given by λL = λN/φ, any change in
the population of workers located in one region must be accompanied by a
corresponding change in the number of firms.

Let a ≡ α/β, b ≡ 1/(β − γ) and c ≡ γ/[β(β − γ)] which are independent
of the number N of firms; since β > γ, it must be that b > c. It is readily
verified that the equilibrium prices and wages corresponding to λ are as
follows:

p∗HH =
2a + τc(1− λ)

2(2b− c)
p∗FF =

2a + τcλ

2(2b− c)
(4)

p∗HF = p∗FF +
τ

2
p∗FH = p∗HH +

τ

2

w∗H =
b

φ
[(p∗HH)2λL + (p∗HF − τ)2(1− λ)L]

w∗F =
b

φ
[(p∗FF )2(1− λ)L + (p∗FH − τ)2λL]

Interregional trade occurs if and only if

τ < τ trade ≡
2a

2b− c

Let ρ ≡ τ/θ > 0 be the ratio of the transport and commuting costs.
Observe that ρ = 0 implies transport costs are negligible, as in the case of
IT-related industries; by contrast, ρ =∞means that goods are nontradeable,
as in the case of service industries.

Since

VH − VF =
[φ (2b− c)2 /ρ− 4ab (3b− c) + bτ(6b2 − 6bc + c2)]τL

2 (2b− c)2 φ
(1/2− λ)
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λ∗ = 1/2 is always a spatial equilibrium. Furthermore, the symmetric equi-
librium is stable if the term in brackets is positive. Otherwise, the industry
is agglomerated into a single region, with λ∗ = 0, 1 according to the initial
distribution. It is straightforward to compute the corresponding threshold
at which the spatial structure changes:

τ ∗ =
4ab (3b− c) ρ− φ(2b− c)2

b(6b2 − 6bc + c2)ρ
=

4ab (3b− c) τ − φ(2b− c)2θ

b(6b2 − 6bc + c2)τ

Because of the existence of urban costs (θ > 0), τ ∗ may be negative. It may
also exceed τ trade. The unique solution of the equation τ ∗ = 0 is given by

ρa ≡ (2b− c)2φ

4ab(3b− c)

whereas the unique solution of τ ∗ = τ trade is

ρb ≡ (2b− c)3φ

2ab(6b2 − 4bc + c2)

which are both independent of τ and θ. The following result thus holds:

Proposition 1 Assume that τ < τ trade.
(i) If ρ < ρa, then the symmetric configuration is the only stable spatial

equilibrium.
(ii) If ρa < ρ < ρb, the following configurations may arise: if τ > τ ∗,

then the symmetric configuration is the only stable spatial equilibrium; if τ <
τ ∗, there are two stable spatial equilibria corresponding to the agglomerated
configurations; if τ = τ ∗, then any configuration is a spatial equilibrium.

(iii) If ρb < ρ, then there are two stable spatial equilibria corresponding
to the agglomerated configurations.

Cases (i) and (iii) are obvious: when transport costs are very small (resp.
large) relative to commuting costs, the only stable equilibrium involves dis-
persion (resp. agglomeration). Case (iii) corresponds to the black hole condi-
tion in the core-periphery model but case (i) has no counterpart. As expected,
equilibrium always involves full dispersion (resp. agglomeration) when τ = 0
and θ > 0 (resp. τ > 0 and θ = 0) because the agglomeration (resp. dis-
persion) force vanishes. More interesting is case (ii), which exhibits the evo-
lutionary process from dispersion to agglomeration as τ decreases (together
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with θ). Thus, we have a model qualitatively similar to Krugman (1991) and
Ottaviano et al. (2002): improvements in transport technologies induces
the spatial transition from dispersion to agglomeration. Those results are
illustrated in Figure 1.

Figure 1: The equilibrium pattern in the one-industry case

Next, it is readily verified that

∂τ ∗/∂c > 0

which does not agree with Krugman (1991) and Ottaviano et al. (2002).
Stated differently, in the absence of an agricultural sector but in the presence
of urban costs, the closer the substitutes, the more likely the agglomeration
of the industry. Such a seemingly counterintuitive result may be explained as
follows. On the one hand, when there is no immobile demand, firms supplying
close substitutes have no reason to be dispersed because their demand may be
geographically concentrated. That is, price competition is an agglomeration
force when all consumers are mobile, whereas it is a dispersion force when
demand is immobile (d’Aspremont, Gabszewicz and Thisse, 1979). On the
other hand, when there are urban costs, workers - hence firms - always have
an incentive to relax congestion by moving to the periphery. Accordingly,
agglomeration arises only when firms sell close substitutes because the price
competition effect is sufficiently strong to compensate the workers for the high
urban costs associated with an agglomeration. By contrast, when substitutes
are bad, the price competition effect is too weak to make up for the urban
costs and dispersion prevails.

The impact of φ on τ ∗ is similar. More precisely, when fixed costs are zero,
the industry is always agglomerated in a single region because ρa = ρb = 0.
Consequently, we may conclude that, in the absence of an agricultural sec-
tor but in the presence of urban costs, agglomeration is more likely when the
degree of product differentiation is low and when fixed costs are low. Hence,
our model predicts that light industries, such as IT-related industries, should
move to less populated regions before heavy industries. This is the opposite
of what has been obtained in the core-periphery model (Fujita et al., 1999;
Ottaviano et al., 2002) and shows how different the various modeling strate-
gies regarding the dispersion force may be.
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Specifically, the agricultural sector and the urban costs play very different
roles as dispersion forces. Immobile demand in the periphery attract firms
when the home market effect in the core region is not sufficiently strong.
Hence, firms with higher transport costs are then likely to move to the pe-
riphery because this allows them to relax price competition. On the other
hand, high urban costs in the core region induce firms to move to the pe-
riphery. Hence firms with low transport costs are likely to move away from
the core because, in doing so, they avoid paying high wages to compensate
workers for high urban costs.

Finally, we find it useful to reinterpret our results to deal with the case
where θ is constant whereas τ steadily decreases in order to make our setting
comparable to Helpman (1998). We know that the sign of d(VH − VF )/dλ
changes at τ = τ ∗ or, equivalently, at the solution θ(τ) of this equation solved
with respect to θ. It is readily verified that θ(τ) is a concave parabola passing
through the origin and intersecting the τ -axis at a value τ̂ that exceeds τ trade
(see Figure 1). Clearly, the domain of admissible (τ , θ)-values inside (resp.
outside) this parabola is such that the stable equilibrium involves agglom-
eration (resp. dispersion) because d(VH − VF )/dλ > 0 (resp. < 0). As seen
in Figure 1, when urban costs are sufficiently large (θ = θH), the economy
always involves dispersion. However, for lower values of θ such as θ = θL in
Figure 1, as τ steadily decreases from τ trade, the economy moves from ag-
glomeration to dispersion at τ = τ ∗(θ), thus confirming the numerical results
obtained by Helpman (1998).

3.2 Welfare

We now compare the market outcome with the optimal allocation. As usual,
in the first best the planner is able to use lump sum transfers (i) in order to
assign any number of workers (or, equivalently, of firms) to a specific region
and (ii) in order to pay for the loss firms may incur while pricing at marginal
cost. Because our setting assumes transferable utility, the planner chooses λ
in order to maximize the sum of individual indirect utilities:

W (λ) ≡ VH(λ)λL + VF (λ)(1− λ)L (5)

in which all prices have been set equal to marginal cost:

poHH = poFF = 0 and poHF = poFH = τ (6)
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thus implying that operating profits and, hence, wages are zero. Maximizing
(5) subject to (6) yields λ = 1/2 as a candidate for the optimum allocation of
workers. Examining the second order condition, we see that W (λ) is concave
(convex) when τ is larger (smaller) than the threshold

τ o ≡ 4aρ− φ

(2b− c) ρ

Hence, the first best optimum involves dispersion for τ > τ o and agglomera-
tion for τ < τ o.

Comparing τ ∗ and τ o does lead to straightforward conclusions. Indeed,
when ρ ∈ (ρa, ρb),5 the sign of

τ ∗ − τ o =
4ab2cρ− (b− c) (2b2 − 4bc + c2)φ

b (2b− c) (6b2 − 6bc + c2) ρ

in undetermined and varies with the parameter values. For example, if the
varieties are sufficiently differentiated (resp. good substitutes), then τ ∗ < τ o

(resp. τ ∗ > τ o) holds. In the present setting, besides the standard market
distortion generated by monopolistic competition, there is something like a
congestion externality because workers underpay for the social cost of land.
Indeed, the (average) urban cost that enters the indirect utility after redis-
tribution of the aggregate land rent is equal to θλL/4 whereas the marginal
cost is equal to θλL/2. As a result, it is hard to compare the market and the
social outcomes.

In order to identify the impact of these two distortions, we consider the
situation in which the total land rent is not redistributed among workers
but goes to absentee landlords. In this case, the congestion problem is fixed
because the land rent reflects the social cost of land (see Proposition 5.1 in
Fujita (1989)). This is easy to understand: the average urban cost is now
equal to θλL/2, i.e. to the marginal cost. The equilibrium threshold τ ∗ is no
longer valid and the new threshold τ ∗∗is obtained from τ ∗ by replacing ρ by
ρ/2 so that

τ ∗∗ =
4ab (3b− c) ρ− 2φ(2b− c)2

b(6b2 − 6bc + c2)ρ

5Note that both the market outcome and the social optimum involve symmetry when
ρ ∈ (0, ρa), whereas they involve agglomeration when ρ ∈ (ρb,∞).
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This threshold is still distorted by monopolistically competitive pricing only
but not by urban congestion. It is then readily verified that

τ ∗∗ < τ o

for all ρ ∈ (ρa, ρb). This inequality implies that, for intermediate values of the
trade costs (τ ∗∗ < τ < τ o), the market provides insufficient agglomeration.
Monopolistic competition generates various pecuniary externalities, such as
the home market effect, which is a centripetal force, and the price competition
effect, which is a centrifugal force. The foregoing inequality shows that the
second effect tends to overcome the first one for intermediate values of the
trade costs. Thus, we have:

Proposition 2 If the aggregate land rent is given to absentee landlords, the
market outcome tends to be more dispersed than the socially desirable out-
come.

This is just the opposite of what Ottaviano and Thisse (2002) have ob-
tained. For these authors (like for Krugman (1991)), the main dispersion
force lies in the existence of immobile workers, whereas here urban costs ex-
plain why dispersion may arise. Furthermore, we also have τ ∗∗ < τ ∗. In
other words, as expected, the congestion effect induces the market to pro-
vides excessive agglomeration. These results are sufficient to show that the
desirability of agglomeration may completely vary with the nature of the
dispersion force, thus inviting to be very careful in policy recommendations.

4 The two-sector economy

Consider now the case of two industries. There are several meaningful ways to
make them asymmetric: c1 �= c2 (different degrees of product differentiation),
φ1 �= φ2 (different levels of fixed cost), and τ 1 �= τ 2 (different transport
costs). In this paper, we focus on the impact of different transport costs
with τ 1 < τ 2, the role of which is strongly emphasized in classical location
theory (Beckmann and Thisse, 1986). In other words, the good in industry
1 (resp. 2) has low (resp. high) transport costs. Without loss of generality,
we set ρ1 ≡ τ 1/θ and ρ2 ≡ τ 2/θ with ρ2 > ρ1 > 0. Thus, as the commuting
costs θ goes down, the transport costs τ 1 and τ 2 also decrease according to
some given ratios ρ1 and ρ2.

12



Since workers can change both places and jobs, the labor market clearing
conditions imply that

Ni =
Li
φ

=
µiL

φ
i = 1, 2

where µi is the global, but variable, labor share of industry i. Given L,
µ2 = 1 − µ1 must hold and, hence, there are three endogenous variables to
be considered: λ1, λ2 and µ1.

An individual working in sector i and residing in region H maximizes (2)
under her budget constraint∫ N1

0

p1(j)q1(j)dj +

∫ N2

0

p2(j)q2(j)dj +
θ

4
(λ1L1 + λ2L2) + q0 = wiH + q0

thus yielding the individual demands for the variety j of good i:

qi(j) =

[
a− bpi(j) + c

Pi
Ni

]
N1 + N2

Ni

(7)

where the price index Pi is defined as follows:

Pi ≡
∫ Ni

0

pi(k)dk

It follows from (7) that the demand qi(j) is affected by Pi, which consists of
prices of varieties belonging to industry i only. As a result, the cross-elasticity
of demand between any two varieties belonging to different industries is zero,
but is positive when they belong to the same industry. This is consistent with
the classical definition of an industry given by Triffin (1940), even though we
focus on the polar case in which there is no direct interaction between the
two industries. However, the demand for each variety of good i is negatively
affected by the share of the corresponding industry because consumers dis-
tribute their consumption over a larger range of varieties. We will see how
this connection leads the industries to interact through workers’ sectorial
mobility, which affects the size of each industry.

Since we allow for both regional and sectorial mobility, there is no obvious
way to model the adjustment process of workers. One intuitive dynamics is
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as follows:

·
λ1 = V1H − V1F ≡ f1

·
λ2 = V2H − V2F ≡ f2

·
µ1 = [λ1V1H + (1− λ1)V1F ]− [λ2V2H + (1− λ2)V2F ] ≡ f3

(8)

In words, when workers choose a job, they compare the expected interindus-
try across the two regions. In other words, the intersectional mobility (f3)
depends on the expected interindustry utility differential since λiViH + (1−
λi)ViF is the average utility in sector i. However, the interregional mobility
of a worker (f1 and f2) is driven by the interregional utility differential within
each industry (1 and 2) only. Although our dynamics is simultaneous, this
difference in modeling the two types of mobility aims at capturing the idea
that the choice of a job often precedes the choice of a place. It also allows for
some interaction between the two types of mobility. In particular, a change in
the population of industry i’s workers in one region is no longer accompanied
by a corresponding change in the number of firms of that industry.

Some long calculations show that the first two equations may be rewritten
as follows:

f1 = C11 (θ11 − θ) θ(λ1 − 1/2) + C12 (θ12 − θ) θ(λ2 − 1/2)

f2 = C21 (θ21 − θ) θ(λ1 − 1/2) + C22 (θ22 − θ) θ(λ2 − 1/2)

where the Cij’s and θij’s (i, j = 1, 2) are functions of µ1 given in Appendix
1. Regarding our third equation, we have

f3 =
d3µ

3
1 + d2µ

2
1 + d1µ1 + d0

4(2b− c)2µ1(1− µ1)φ

where the coefficients di are defined in Appendix 2.
Finally, for trade to occur in both industries regardless of the distribution

of firms, it must be that

θ < θtrade ≡
2a

ρ2 (2b− c)

holds for all ρ2 > ρ1 > 0.

14



Because the system f1 = f2 = 0 is linear, it has at least one solution given
by λ∗1 = λ∗2 = 1/2, so that there is always an interior equilibrium.6 Further-
more, there are also equilibria involving corner solutions, the set of which is
much richer than what we get in the one-industry case. More precisely, the
candidate equilibria we want to discuss are as follows:7

(I ) both industries are evenly dispersed: λ∗1 = λ∗2 = 1/2;
(II ) the industry with high transport costs is more agglomerated: λ∗1 <

λ∗2;
(III ) the industry with low transport costs is more agglomerated: λ∗1 >

λ∗2;
(IV ) both industries are agglomerated within the same region: λ∗1 = λ∗2 =

1.
Intuitively, we expect the (I )-configuration to be a spatial equilibrium

when θ, hence τ 1 and τ 2, is large enough and the (IV )-configuration to arise
for sufficiently low values of θ (as in Proposition 1(ii)). However, in the
case of two industries, one sector may be agglomerated whereas the other
is not for intermediate values of θ (this corresponds to the (II )- and (III )-
configurations). In this case, we will show below that the market outcome is
the (II )-configuration.

The nature of trade vastly differs according to the type of configuration
that emerges. In the full dispersion case, there is intraindustry as well as
interindustry trade, whereas there is no trade in the full agglomeration case,
region F being empty. In the remaining cases, there are intraindustry trade
as well as interindustry trade.

4.1 Spatial and industrial equilibria

In what follows, we focus on the most interesting case in which ρ1 and ρ2

belong to the interval [ρa, ρb] in which both fully dispersed and agglomerated
equilibria exist (see Proposition 1).

Recall that ρa is the smallest value of ρ for which there exists a stable

6When the linear system is degenerate, there exists other interior equilibria, which are
asymmetric.

7Without loss of generality, we disregard the candidate equilibria λ∗1 = λ∗2 = 0 and
λ∗i ∈ (0, 1), λ∗j = 0, which are just the mirror images of λ∗1 = λ∗2 = 1 and of λ∗i ∈ (0, 1),
λ∗j = 1, respectively.
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fully dispersed equilibrium

(λ∗1, λ
∗
2, µ

∗
1) = (1/2, 1/2, µ̂1)

where

µ̂1 ≡
16a2 − 16a(b− c)τ 1 + (8b2 − 12bc + 5c2)τ 2

1

32a2 − 16a(b− c)(τ 1 + τ 2) + (8b2 − 12bc + 5c2)(τ 2
1 + τ 2

2)
∈ [1/2, 1)

is the unique solution of the equation V1r = V2r or, equivalently, w1r = w2r,
with λ1 = λ2 = 1/2, for r = H,F and for all τ 1 < τ 2. Hence, when both
industries are fully dispersed, the low transport cost industry attracts a larger
share of the work force (when τ 1 = τ 2, we have µ̂1 = 1/2).

Likewise, ρb is the largest value of ρ for which agglomeration is an equi-
librium

(λ∗1, λ
∗
2, µ

∗
1) = (1, 1, 1/2)

When both industries are agglomerated within the same region, the work
force is equally split between the two industries because µ∗1 = 1/2 is the
unique solution of the equation f3 = V1H − V2H = 0 in which we have
plugged λ1 = λ2 = 1. This is because the differences in transport costs no
longer matter once the two industries are together.

After the fully dispersed and agglomerated equilibria, we analyze asym-
metric equilibria involving different forms of regional specialization.

4.1.1 Full dispersion

When both industries are fully dispersed such as (λ∗1, λ
∗
2) = (1/2, 1/2), we

know that the equilibrium share of the labor force in industry 1 is given by
µ̂1. This dispersed equilibrium becomes unstable at the symmetry breaking
threshold, which is obtained by computing the Jacobian of (8). For this
purpose, let θ∗∗1 be the larger solution of the second order equation:

C11C22 (θ11 − θ) (θ22 − θ)− C12C21 (θ12 − θ) (θ21 − θ) = 0

evaluated at µ1 = µ̂1 and set

θ∗∗2 ≡
C11θ11 + C22θ22

C11 + C22

∣∣∣∣
µ1=µ̂1

16



We restrict our attention to the domain of parameters for which

0 < max{θ∗∗1 , θ∗∗2 } < θtrade

holds so that the symmetry breaking point always exists. In this case, we
have the following result.

Proposition 3 If θ > max{θ∗∗1 , θ∗∗2 }, then (1/2, 1/2, µ̂1) is a stable equilib-
rium.

Proof: Computing the Jacobian of (8) and evaluating them at (1/2, 1/2, µ̂1),
we see that ∂f3/∂λ1 = ∂f3/∂λ2 = 0. Consequently, the stability conditions
become:

∂f3

∂µ1

< 0

∂f1

∂λ1

+
∂f2

∂λ2

< 0

∂f1

∂λ1

∂f2

∂λ2

− ∂f1

∂λ2

∂f2

∂λ1

> 0

when they are evaluated at (1/2, 1/2, µ̂1). First, it is readily verified that
∂f3/∂µ1 < 0 always holds. Furthermore, we have

sgn

(
∂f1

∂λ1

+
∂f2

∂λ2

)
= sgn (θ∗∗2 − θ)

sgn

(
∂f1

∂λ1

∂f2

∂λ2

− ∂f1

∂λ2

∂f2

∂λ1

)
= sgn (θ − θ∗∗1 )

by definition of θ∗∗1 and θ∗∗2 . �

In words, full dispersion of the two industries arises when commuting and
transport costs are high.

4.1.2 Full agglomeration

When both industries are agglomerated such as (λ∗1, λ
∗
2) = (1, 1), it must

be that µ∗1 = 1/2. This is an equilibrium if and only if the following three
conditions

f1 ≥ 0 f2 ≥ 0 f3 = 0 (9)
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hold. The stability of this equilibrium is guaranteed because we also have

∂f3

∂µ1

∣∣∣∣
λ1= λ2=1,µ1=1/2

= − 8a2bL

(2b− c)2 φ
< 0

Let the sustain point associated with full agglomeration be defined as

θ∗1 ≡
C11θ11 + C12θ12

C11 + C12

∣∣∣∣
µ1=1/2

that is, the unique solution of f1 = 0 evaluated at λ1 = 1, λ2 = 1 and
µ1 = 1/2. From now on, we assume that all parameters take values such
that 0 < θ∗1 < θtrade for the sustain point to exist. At θ = θ∗1, the three
conditions (9) are satisfied since f1 = f3 = 0 hold by definition, whereas
f2 > 0 holds because we have:

f1 − f2|λ1= λ2=1,µ1=1/2 = −bL [4a− (2b− c) (τ 1 + τ 2)] (τ 1 − τ 2)

2 (2b− c)φ
< 0

Therefore, we have shown the following result.

Proposition 4 If 0 < θ ≤ θ∗1, then (1, 1, 1/2) is a stable equilibrium.

Hence, full agglomeration is a stable equilibrium when commuting and
transport costs are sufficiently low.

4.1.3 Regional specialization

It remains to consider the case of intermediate values of θ ∈ (θ∗1,max{θ∗∗1 , θ∗∗2 }).
In this case, we expect one industry to be agglomerated and the other to be
dispersed for some values of θ (i.e., there is regional specialization of type
(II ) or type (III )). Because of the nonlinearity of (8), we have not been able
to characterize all the asymmetric equilibria arising in the above domain of
θ-values. However, we can study the behavior of a stable equilibrium in the
neighborhood of the sustain point θ∗1.

To this end, consider the agglomerated equilibrium (1, 1, 1/2) at θ∗1, in
which λ∗2 = 1 is a corner solution (f2 > 0) whereas λ∗1 = 1 and µ∗1 = 1/2 are
interior solutions (f1 = f3 = 0). This equilibrium is stable because

f1 = f3 = 0 and f2 > 0
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Since λ∗2 = 1 is an interior solution at θ∗1, λ2 = 1 still holds when θ is slightly
perturbed. Then, we have ∂f2/∂λ2 = 0 so that

∂λ∗1
∂θ

∣∣∣∣
θ=θ∗1,λ1=1,µ1=1/2

= −
∂f1
∂θ

∂f3
∂µ1
− ∂f1

∂µ1

∂f3
∂θ

∂f1
∂λ1

∂f3
∂µ1
− ∂f1

∂µ1

∂f3
∂λ1

∣∣∣∣∣
θ=θ∗1,λ1=1,µ1=1/2

The numerator of the RHS of this expression can be shown to be positive,
thus implying that

sgn

(
∂λ∗1
∂θ

∣∣∣∣
θ=θ∗1,λ1=1,µ1=1/2

)
= sgn

(
− ∂f1

∂λ1

∂f3

∂µ1

+
∂f1

∂µ1

∂f3

∂λ1

∣∣∣∣
θ=θ∗1,λ1=1,µ1=1/2

)
(10)

The equilibrium (λ∗1, µ
∗
1) = (1, 1/2) with λ2 = 1 evaluated at θ = θ∗1 is stable

when the RHS of (10) is negative. Thus, for any stable equilibrium in the
neighborhood of θ∗1, it must be that ∂λ∗1/∂θ < 0. In other words, if the
equilibrium is stable when θ is slightly above θ∗1, industry 1 is no longer
agglomerated but industry 2 remains agglomerated. Hence, we have shown
the following result.

Proposition 5 For θ just above the sustain point θ∗1, industry 2 is agglom-
erated but industry 1 is not.

Since λ∗1 < λ∗2 = 1, Proposition 5 states industries with high (resp. low)
transport costs tend to be more concentrated (resp. dispersed). This result can
be explained as follows: when urban costs are large, some low-transport-cost
firms move to the periphery where they can afford to pay lower wages without
loosing much sales in the core region. By contrast, all high-transport-cost
firms remain in the core region because they would lose a substantial fraction
of the demand prevailing there by moving to the periphery.8 As seen above,
the opposite occurs in the case of one sector in that industries with high
(resp. low) transport costs are likely to be dispersed (resp. concentrated).
This suggests that results obtained with one industry do not necessarily carry
over to the case of several industries.

8Again, it should be noted that the reverse is true in the absence of urban costs but
in the presence of an immobile demand: high-transport-cost firms follow the immobile
consumers in the periphery, and low-transport-cost firms agglomerate in the core.
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The proposition above also invites us to consider the case in which one
industry is agglomerated because it produces a good that can be trade at
prohibitive costs, whereas the other industry is footloose because shipping
its output is almost costless. This is what we do in the next section.

4.2 Spatial equilibrium without intersectral mobility

In order to gain some additional insights, we consider the case in which
workers can change places but cannot shift jobs. That is, we set the industrial
employment share at µ1 = 1/2 and (8) boils down to the system:

·
λ1 = V1H − V1F

·
λ2 = V2H − V2F

Some tedious calculations yield the following results: (i) if commuting costs
are large, then the symmetric configuration is the only stable spatial equi-
librium; (ii) when θ takes intermediate values, there is a stable spatial equi-
librium involving the agglomeration of the industry with higher transport
costs, whereas the size of the low-transport cost industry in the core region
rises as θ keeps decreasing; (iii) finally, when commuting costs are sufficiently
low, there is one stable spatial equilibrium corresponding to the agglomer-
ated configuration.9 This is reminiscent of Proposition 6: in both cases, the
economy evolves from dispersion to agglomeration, through the (partial) ag-
glomeration of the high-transport cost firms. It also implies that the market
outcome emerging after symmetry is always of type (II ) since λ∗1 < λ∗2 = 1,
implying that city H is diversified whereas city F is specialized. This agrees
with Henderson (1988, ch.1) who observes that large cities (here H whose
labor share exceeds 1/2) tend to be more diversified than small cities (here
F whose labor share is lower than 1/2).

5 IT-related industry vs. b-to-c industry

In this section, we deal with the limiting, but meaningful, case in which good
1 can be traded at negligible transport costs (formally, τ 1 = 0) - think of
an IT-related industry, whereas good 2 is nontradeable (τ 2 > a/(b − c)) -

9Proofs may be obtained from the authors upon request.
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think of a business-to-consumer service industry. Thus, we now have two
nontradeable goods: consumer services provided by industry 2 and land.
Since good 1 can be shipped costlessly, it would seem that the location of the
corresponding industry is undetermined. We will show below that the pres-
ence of the nontradeable good 2 is sufficient to get rid of this indeterminacy.
More importantly, we are able to provide here a full characterization of the
equilibrium configurations. In the absence of good 2, the market equilibrium
always involves dispersion because workers seek to minimize urban costs. By
contrast, we will see that the existence of a nontradeable consumption good
(other than land) is sufficient to generate an urban hierarchy once commuting
costs are not too high.10

Consider a distribution of firms across regions and sectors such as the
number of firms in region H (resp. F ) is NH ≡ N1 +λ2N2 (resp. NF ≡ N1 +
(1−λ2)N2). It is readily verified that the price of good 1 is the same regardless
of the region where the varieties are sold and equal to p∗ ≡ a/(2b − c) (set
τ = 0 in p∗HH of (4)). Similarly, since good 2 cannot be shipped, its price
in each region is also equal to p∗ ≡ a/(2b − c) (set λ = 1 in p∗HH of (4)).
The fact that this price is independent of the number of firms located in the
region where the corresponding varieties are produced simplifies the analysis.
As will be seen, it does not prevent us, however, from studying diversity as
an centripetal force.

Since transport costs of good 1 are zero the equilibrium wages in sector 1
are equal across regions. By contrast, wages in sector 2 vary with the total
number of firms in each region. Specifically, for a given distribution of firms
and workers across regions, equilibrium wages are given by (see (4))

w∗1H = w∗1F =
bp∗2 [NHLH + NF (L− LH)]

L1

and

w∗2H =
bp∗2NHLH

λ2L2

w∗2F =
bp∗2NF (L− LH)

(1− λ2)L2

where LH ≡ λ1L1 + λ2L2 is the total number of workers in region H. Fur-
thermore, the mobility of workers across sectors ensures that the factor price

10This idea has already been put foward by several authors. See Abdel-Rahman (2000)
for a recent survey of city systems.
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equalization

w∗ ≡ w∗1H = w∗1F = w∗2H = w∗2F

holds in equilibrium. Consequently, whatever the equilibrium distribution
(λ∗1, λ

∗
2, µ

∗
1), there is no wage differential and no price index differential be-

tween regions. However, since the indirect utility of an individual working in
industry i and residing in region r is given by

V ∗ir =
[a− (b− c) p∗]2 N∗r

b− c
+ w∗ − θL∗r

4
i = 1, 2, r = H,F (11)

an uneven distribution of workers implies the existence of an urban cost
differential (the third term in (11)). In equilibrium, this one is just compen-
sated by the differential in the number of varieties available in each region
(the first term in (11)). In other words, workers may choose to live in a
larger city in which they bear higher urban costs because they enjoy there a
larger variety of differentiated services. This is consistent with the empirical
fact that, in cities of different sizes, the price index differential and/or the
nominal wage differential is lower than the differential in housing rent or land
price (Tabuchi, 2001).

Solving f1 = f2 = f3 = 0 with respect to λ1, λ2 and µ1 simultaneously,
we obtain the following two interior equilibria:11

(λ∗1, λ
∗
2, µ

∗
1) =

(
1

2
,
1

2
,
1

2

)
(12)

(λ∗1, λ
∗
2, µ

∗
1) =

(
1

2
+

(4− T )
√

3− T

2T
,
1

2
+

√
3− T

2
,
1

2

)
(13)

where

T ≡ (b− c)φ

b2p∗2
θ ∈ [2, 3]

Since transport costs are zero, the sole relevant parameter is the unit com-
muting cost θ, which is positively related to T since b > c: the larger θ, the
larger T .

11The mirror image of the asymmetric equilibrium is disregarded.
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The first equilibrium (12) involves full dispersion. This is always an equi-
librium, whatever the value of the commuting cost θ. However, (13) is an
equilibrium if and only if T ∈ [2, 3] because each variable must be real and
must take its values in [0, 1]. Note that, for all T ∈ (2, 3), 1/2 < λ∗1 < λ∗2 < 1
holds, thus implying that the industry producing the nontradeable varieties
is more agglomerated than the light industry. The two equilibria coincide
with full dispersion when T = 3. On the other hand, (13) involves full ag-
glomeration with (1, 1, 1/2) at T = 2. Thus, T = 3 is the symmetry breaking
point and T = 2 is agglomeration sustain point.

Since all possible equilibria have been accounted for, we may conclude
that the labor force is equally split between the two industries despite the
fact that workers can shift jobs. Indeed, when compared to firms producing
costlessly tradeable goods, firms producing nontradeable varieties have fewer
customers, but each individual demand is higher. Because these two effects
just cancel out, the labor share is never higher in one sector than in the other.

The fact that µ∗1 = 1/2 holds vastly eases the stability analysis when
compared to the case with finite and positive values of τ 1 and τ 2. The
following result is then proven in Appendix 3.

Proposition 6 Assume that good 1 can be traded at zero cost whereas good
2 is nontradeable. As T decreases, there is only one path of stable equilibria.
Furthermore, this path is as follows: (i) if T ≥ 3, then each industry is fully
dispersed; (ii) if 2 < T < 3, then both industries are partially agglomerated
within the same region and the industry producing the nontradeable good is
more agglomerated than the industry producing the costlessly tradeable good;
(iii) if T ≤ 2, then both industries agglomerate in one region.

The following remarks are in order. First, although varieties of good 1
can be shipped at zero cost, the existence of a nontradeable good allows for
a well-defined distribution of industry 1 between regions. More precisely,
except for fairly high commuting and fixed costs (T ≥ 3), the nontradeable
sector acts as a centripetal force that yields partial or full agglomeration of
the other industry. When commuting and fixed costs are sufficiently low
(T ≤ 2), the two industries are located into a single region while the other
region is empty. As discussed above, the availability of more differentiated
services compensates workers for the higher urban costs they bear within the
agglomeration.

Second, the locational pattern chosen by each of the two industries is in
general different. This is because the IT-related industry does not care a

23



priori about its location, whereas the service industry cares about the spatial
distribution of its demand. As a result, the former industry tends to be more
dispersed than the latter industry. This agrees with empirical facts: within
modern cities, the share of the manufacturing industries tends to be smaller
than the share of the service sectors.12 However, one region accommodates
more than half of each industry. As a result, the market outcome involves an
urban hierarchy in that, for each good, a larger array of varieties is produced
within the same city. In the limit, once commuting costs are sufficiently low,
the economy involves a single city. State differently, the number of cities
depends on how large are the commuting costs.

Third, according to export-base theory (Richardson, 1978), a strong ex-
port sector, such as the low transport costs industries, is a powerful engine
of regional development in that it attracts the service sectors. Proposition
6 just says the opposite. When the agglomeration process begins (i.e. when
T takes intermediate values), the service sector is always more agglomerated
than the export sector, and hence the market outcome is not of type (III ) but
of type (II ) as in the previous section). In other words, in the present set-
ting it is the agglomeration of the service industry that causes the subsequent
agglomeration of the export industry. This difference in results is due to the
fact that the export-base theory relies on intermediate services whereas we
focus here on consumer services.

Fourth, when fixed costs are very low (φ � 0), or when varieties are
little differentiated (c is close to b), or both, T � 0 and there is always
agglomeration. This agrees with what we have seen in the one-sector case, as
well as with the result obtained in section 4: industries with high transport
costs tend to be more agglomerated than industries with low transport costs.

Fifth, and last, we can compute the labor share of industry 1 in each
region as follows:

µ∗1H ≡
λ∗1L

∗
1

λ∗1L
∗
1 + λ∗2L

∗
2

µ∗1F ≡
(1− λ∗1)L

∗
1

(1− λ∗1)L
∗
1 + (1− λ∗2)L

∗
2

12For example, the Tokyo Metropolitan Area consists of Tokyo, Kanagawa, Chiba and
Saitama prefectures, whose population share is 25.8% in 1996. Its employment share is
23.0% in construction industry and 23.8% in manufacturing industry, which is slightly less
than population. However, the service sectors are more concentrated than population: the
employment share is 30.2% in transport and communications, 31.6% in wholesale, 32.5%
in restaurants and bars, 35.2% in finance and insurance, 40.1% in real estate, and 29.1%
in other services.
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Using the equilibrium values (13), it follows that

√
6− 2 ≤ µ∗1H ≤ 1/2 ≤ µ∗1F ≤ 3/4 (14)

where the inequalities are strict for all T ∈ (2, 3).
There are two important implications. First, since λ∗2 ≥ λ∗1 ≥ 1/2 from

(13), the large region H has a larger share of each industry than the small
region F , and the large region H has more varieties of good 2 than the small
region. This agrees with Christaller’s (1933) central place theory in which
large cities have more firms and varieties. Second, since µ∗1H ≤ 1/2 ≤ µ∗1F
from (14), the large region H has a larger labor share in industry 2 whereas
the small region a larger labor share in industry 1. This is consistent with
Ricardo’s comparative advantage when each region is partially specialized in
different industries: the large region has here a comparative advantage in the
nontradeables because it has a larger market whereas the small region has a
comparative advantage in terms of urban costs.

6 Concluding remarks

In the advanced societies of our new century, workers are likely to become
more and more mobile, while industries will become freer from immobile
production factors. Thus, although a model with an immobile sector but
without urban costs, such as the standard core-periphery model, is appli-
cable to the time of the Industrial Revolution, a model with no immobile
sector but with urban costs, such as the one considered in this paper, seems
to be more suitable to our time. Having said that, our analysis reveals that
low-transport cost firms tend to be less spatially concentrated than high-
transport cost firms.13 This is to be contrasted to the main result obtained
in the one-industry model in which agglomeration arises for low transport
costs. In addition, we have seen that firms supplying nontradeable consumer
services (restaurants, theaters, cultural facilities) are always more agglomer-
ated than firms belonging to IT-related industries, a result which is confirmed
by armchair evidence. Observe also that our model does not seem to support
a pattern of full regional specialization in which industry 1 (resp. 2) would
be located in region H (resp. F ). Such a configuration may be sustained

13Note that a similar result has been obtained by Laussel and Paul (2002) in a Krugman-
like model with two industries.
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as a stable equilibrium only for small domains of parameters such as, for
example, when the labor share and transport costs of industry 1 are small
whereas those of industry 2 are large. Of course, for this case to arise, in-
tersectional mobility must be forbidden. Finally, we have chosen to focus
on industries that differ only in terms of transport costs. The next line of
research to be addressed is the location of several industries which differ in
several structural parameters, for example different market sizes as well as
different fixed production costs and transport costs. Such an analysis would
accomplish what Lösch aimed at doing but did not succeed to do.
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Appendix

1. Definition of the parameters of f1 and f2:

C11 ≡ bρ2
1 [(2b− c)c+ 2(b− c)(3b− c)µ1]L

2 (2b− c)2 φµ1

> 0

C12 ≡ b(b− c)
[
(2b− c) ρ2

1(1− µ1) + bρ2
2µ1

]
L

(2b− c)2 φµ1

> 0

C21 ≡ b(b− c)
[
bρ2

1(1− µ1) + (2b− c)ρ2
2µ1

]
L

(2b− c)2 φ(1− µ1)
> 0

C22 ≡ b2ρ2
2

[
(6b2 − 6bc+ c2)− 2(b− c)(3b− c)µ1

]
L

2 (2b− c)2 φ(1− µ1)
> 0

θ11 ≡ [4abρ1 (3b− c)− (2b− c)2 φµ1]µ1

bρ2
1 [(2b− c)c+ 2(b− c)(3b− c)µ1]

θ12 ≡ 4ab [(2b− c) ρ1(1− µ1) + bρ2µ1]− (2b− c)2 φ(1− µ1)µ1

2b(b− c)
[
(2b− c) ρ2

1(1− µ1) + bρ2
2µ1

]
θ21 ≡ 4ab [bρ1(1− µ1) + (2b− c) ρ2µ1]− (2b− c)2 φ(1− µ1)µ1

2b(b− c)
[
bρ2

1(1− µ1) + (2b− c)ρ2
2µ1

]
θ22 ≡ [4abρ2 (3b− c)− (2b− c)2 φ(1− µ1)](1− µ1)

b2ρ2
2 [(6b2 − 6bc+ c2)− 2(b− c)(3b− c)µ1]

2. Definition of the coefficients of f3:

d3 ≡ 2(2b−c)2L(λ1 − λ2)
2τφ

d2 ≡ L(λ2 − λ1)τ{4ab(3b− 2c)[ρ1 (2λ1 − 1) + ρ2(2λ2 − 1)]− 6b3[ρ2
1 (2λ1 − 1)

+ρ2
2(2λ2 − 1)]τ + c2(1 + 2λ1 − 4λ2)φ− 4bc[c(ρ2

1 (2λ1 − 1) + ρ2
2(2λ2 − 1))τ

+(1 + 2λ1 − 4λ2)φ] + 2b2[5c(ρ2
1 (2λ1 − 1) + ρ2

2(2λ2 − 1))τ + 2(1 + 2λ1 − 4λ2)φ]}

d1 ≡ L{−8a2b+ [4ab(4c[ρ2(λ2 − 1)λ2 − ρ1(λ
2
1 − 2λ1λ2 + λ2)] + b{ρ2[(5− 6λ2)λ2

+λ1(2λ2 − 1)] + ρ1[6λ
2
1 + 5λ2 − λ1 − 10λ1λ2)]})− (2b− c)2(λ1 − λ2)(2λ2 − 1)φ]τ

−b{c2[5ρ2
2(1− λ2)λ2 + ρ2

1(−3λ1 + 11λ2
1 + 8λ2 − 16λ1λ2)]}

+2bc[3ρ2
1(λ1 + 6λ1λ2 − 4λ2

1 − 3λ2) + ρ2
2(λ1 − 2λ1λ2 − 7λ2 + 8λ2

2)]
+2b2[ρ2

1(6λ
2
1 + 5λ2 − λ1 − 10λ1λ2) + ρ2

2(−λ1 + 2λ1λ2 + 5λ2 − 6λ2
2)]}τ2}

27



d0 ≡ bL{4a2 − 8aρ1(−b+ c)(λ2 + λ1 − 2λ1λ2)τ + ρ2
1[c

2(λ1 + 3λ2
1 + 4λ2 − 8λ1λ2)

−4bc(λ1 + λ2
1 + 2λ2 − 4λ1λ2) + 4b2(λ1 + λ2 − 2λ1λ2)]τ2}

3. Proof of Proposition 6

(i) Let T > 3. Evaluating the derivatives of fi at the fully dispersed
equilibrium (λ∗1, λ

∗
2, µ

∗
1) = (1/2, 1/2, 1/2), we see that ∂f3/∂λ1 = ∂f3/∂λ2 =

0, ∂f3/∂µ1 < 0, whereas

sgn

(
∂f1

∂λ1

+
∂f2

∂λ2

)
= sgn (2− T ) < 0

sgn

(
∂f1

∂λ1

∂f2

∂λ2

− ∂f1

∂λ2

∂f2

∂λ1

)
= sgn (T − 3) > 0 (15)

Hence, the fully dispersed equilibrium is stable for all T > 3.
(ii) For T = 3, the stability of the fully dispersed equilibrium (λ∗1, λ

∗
2, µ

∗
1) =

(1/2, 1/2, 1/2) cannot be studied by computing eigenvalues of the Jacobian
because (15) is zero at (1/2, 1/2, 1/2). From Taylor’s theorem, it follows
that the signs of the first-order approximations of (8) in the neighborhood of
(1/2, 1/2, 1/2) are given by

sgn(
·
λ1) � sgn (−3λ1 + λ2 + 1)

sgn(
·
λ2) � sgn [(3b− 4c) (3λ1 − λ2 − 1)]

sgn(
·
λ3) � sgn (1/2− µ1)

(16)

These signs change at when λ2 = 3λ1 − 1 or when µ1 = 1/2. Let L be
the intersection of these two planes. Consider an initial point such that
λ2 �= 3λ1 − 1 or µ1 �= 1/2 in the 3-dimensional space (λ1, λ2, µ1). Two
subcases may arise.

(a) When 3b ≥ 4c, any trajectory moves toward L. Indeed, since the
third-order approximation of (8) on the line L is such as

·
λ2 �

144a2bL (1/2− λ2)
3

(2b− c)2φ
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any trajectory moves toward (1/2, 1/2, 1/2).
(b) When 3b < 4c, trajectories move either toward the line L or toward

one of the planes λ2 = 0 or λ2 = 1. When the trajectories reach either of
these planes, they move on the corresponding plane toward (1/3, 0, 1/2) or
(2/3, 1, 1/2) by the first equation in (16). Since these two points are also on
the line L, the same argument as in (a) applies.

(iii) Let 2 < T < 3. Evaluating the derivatives of fi at the asymmetric
equilibrium

(λ∗1, λ
∗
2, µ

∗
1) =

(
1

2
+

(4− T )
√

3− T

2T
,
1

2
+

√
3− T

2
,
1

2

)
for T ∈ [2, 3]

we have

sgn

(
∂f1

∂λ1

+
∂f2

∂λ2

)
= sgn

(
S

T − 2

)
sgn

(
∂f1

∂λ1

∂f2

∂λ2

− ∂f1

∂λ2

∂f2

∂λ1

)
= sgn

(
3− T

T − 2

)
where S ≡ b(T 3 − 6T 2 − 4T + 48) + 2c(T 2 + 4T − 24), which is convex in
the interval [2, 3]. The local minimizer of S is given by T̂ = 2(3b − c +√

12b2 − 12b + c2)/3b. Since S|T=T̂ > 0, S must be positive for all T ∈ [2, 3],
and hence the above stability conditions always hold for all T ∈ (2, 3).

(iv) For T ≤ 2, sgn (f2) = sgn [b (2− T ) + 6(b− c)] > 0 always holds
at the agglomerated equilibrium (λ∗1, λ

∗
2, µ

∗
1) = (1, 1, 1/2). This implies that

any trajectory moves toward λ2 = 1, and hence it suffices to consider the
two-variable dynamics of (λ1, µ1) with λ2 = 1. Computing the eigenvalues of
the Jacobian matrix of the two-variable dynamics at (λ∗1, λ

∗
2, µ

∗
1) = (1, 1, 1/2)

yields solution whose real parts are readily shown to be negative. Hence, the
agglomerated equilibrium is stable for all T ≤ 2. �
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Figure 1: The equilibrium pattern in the one-industry case


