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ABSTRACT

Work Environment And Individual Background:
Explaining Regional Shirking Differentials In A Large Italian Firm*

The prevalence of shirking within a large Italian bank appears to be
characterized by significant regional differentials. In particular, absenteeism
and misconduct episodes are substantially more prevalent in the south. We
consider a number of potential explanations for this fact: different individual
backgrounds; group-interaction effects; sorting of workers across regions;
differences in local attributes; different hiring policies and discrimination
against southern workers. Our analysis suggests that individual backgrounds,
group-interaction effects and sorting effects contribute to explain the north-
south shirking differential. None of the other explanations appears to be of
first-order importance.
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NON-TECHNICAL SUMMARY

Whether individual behaviour is determined by group interactions or by
individual background is undoubtedly a fundamental question for social
sciences. This question presented itself forcefully when we stumbled on the
following piece of evidence: there appear to be significant regional differentials
in the prevalence of shirking among the employees of a large Italian bank. In
particular, absenteeism and misconduct episodes are considerably more
frequent in the southern branches of the bank.

In this Paper we examine several potential explanations for this fact. First,
individual preferences for shirking versus working may differ according to
one’s region of birth. We will refer to this hypothesis as one of different
‘individual backgrounds’. The second possibility is one of locational sorting:
low-shirking types may tend to migrate to the north, high-shirking types may
tend to migrate to the south, or both. Third, the northern and southern
branches of the firm may differ in local attributes in a way that makes the
incentive to shirk higher in the south (these local attributes may include local-
area variables, such as the unemployment rate and branch-specific variables,
such as the fraction and quality of managers in the branch). Fourth, group-
interaction effects may characterize shirking behaviour, in the sense that a
worker’s incentive to shirk is stronger when his co-workers shirk more.

We examine these potential explanations using both data on absenteeism and
on misconduct. Since the key qualitative findings are similar, we summarize
them without distinguishing between the two samples. The analysis proceeds
in two stages. First we make use of our full sample of workers to examine the
role of individual background in determining shirking behaviour. The key
finding is that, controlling for the work environment, employees born in the
south shirk significantly more than employees born in the north (this is true
also controlling for observable individual characteristics) do. This suggests
that differences in individual background play an important role in explaining
the north-south shirking differential. We also find a strong work-environment
effect in the data: for given individual characteristics, employees shirk
significantly more when they work in the south than when they work in the
north. This finding prompts us to examine more closely the role of the work
environment in determining the shirking differentials.

In the second stage of the analysis, we try to disentangle the three possible
causes of the work-environment effect (namely, group-interaction effects,
sorting and differences in local attributes), by focusing on workers who move
between branches. We identify group-interaction effects and local-attribute
effects by estimating the structural relationship that determines individual
shirking behaviour. Group-interaction effects appear to be significant: there is



a clear positive relationship between a mover’s shirking level and the average
shirking level of his co-workers. Local attributes, which include time-varying
local characteristics and local fixed effects, are significant determinants of
individual shirking behaviour, however they do not on the whole contribute to
explain the north-south differential. Here the qualifier ‘as a whole’ is important:
we find that most of the local effects push toward higher shirking in the south,
but some, most notably the unemployment rate, push in the opposite direction.

We then examine sorting effects for on-the-job movers. We find that the
average on-the-job mover has a lower propensity to shirk than the average
resident in the branch of departure. This is true both for north-south movers
and for south-north movers. However, the sorting effect is stronger for south-
north movers, and there are many more movers in this group, thus on net
sorting effects contribute to explain the north-south shirking differential.

Finally, we attempt to quantify the relative importance of individual
background, sorting, group effects and local attributes in explaining the north-
south shirking differential. The exact numbers should be taken with a grain of
salt, because they are based on potentially restrictive assumptions, but a clear
qualitative pattern emerges: individual background seems to be quantitatively
the most important factor; group interaction and sorting effects both play a
significant role, although not as important as that of individual background;
and local attributes do not on the whole contribute to explain the regional
differential.

Our conclusions are consistent with those reached by Putnam (1993) in his
influential book on the performance of the Italian administrative regions. He
relates the observed differentials of performance to the different degrees of
civicness which characterize social interactions in the north and in the south.
Putnam traces the different degrees of civicness in the two regions back to
their medieval history. Our Paper can be viewed as trying to disentangle two
components of civicness: one that is incorporated in individuals’ preferences,
and one that originates in group-interaction effects.



I Introduction

Whether individual behavior is determined by group interactions or by individual

background is undoubtedly a fundamental question for social sciences. This question

presented itself forcefully when we stumbled on the following piece of evidence: there

appear to be signi¯cant regional di®erentials in the prevalence of shirking among the

employees of a large Italian bank. In particular, absenteeism and misconduct episodes

are considerably more frequent in the southern branches of the bank.

In this paper we examine several potential explanations for this fact. First, indi-

vidual preferences for shirking versus working may di®er according to one's region of

birth. We will refer to this hypothesis as one of di®erent \individual backgrounds". The

second possibility is one of locational sorting: low{shirking types may tend to migrate

to the north, high{shirking types may tend to migrate to the south, or both. Third,

the northern and southern branches of the ¯rm may di®er in local attributes in a way

that makes the incentive to shirk higher in the south (these local attributes may include

local{area variables, such as the unemployment rate, and branch{speci¯c variables, such

as the fraction and quality of managers in the branch). Fourth, shirking behavior may

be characterized by group{interaction e®ects, in the sense that a worker's incentive to

shirk is stronger when his co{workers shirk more.

We examine these potential explanations using both data on absenteeism and on

misconducts. Since the key qualitative ¯ndings are similar, we summarize them without

distinguishing between the two samples. The analysis proceeds in two stages. First we

make use of our full sample of workers to examine the role of individual background

in determining shirking behavior. The key ¯nding is that, controlling for the work

environment, employees born in the south shirk signi¯cantly more than employees born

in the north (this is true also controlling for observable individual characteristics). This

suggests that di®erences in individual background play an important role in explaining

the north{south shirking di®erential. We also ¯nd a strong work{environment e®ect in

the data: for given individual characteristics, employees shirk signi¯cantly more when

they work in the south than when they work in the north. This ¯nding prompts us

to examine more closely the role of the work environment in determining the shirking
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di®erentials.

In the second stage of the analysis, we try to disentagle the three possible causes of

the work{environment e®ect (namely, group{interaction e®ects, sorting and di®erences in

local attributes), by focusing on workers who move between branches. We identify group{

interaction e®ects and local{attribute e®ects by estimating the structural relationship

that determines individual shirking behavior. Group{interaction e®ects appear to be

signi¯cant: there is a clear positive relationship between a mover's shirking level and the

average shirking level of his co{workers. Local attributes, which include time{varying

local characteristics and local ¯xed e®ects, are signi¯cant determinants of individual

shirking behavior, however they do not on the whole contribute to explain the north{

south di®erential. Here the quali¯er \as a whole" is important: we ¯nd that most of

the local e®ects push toward higher shirking in the south, but some, most notably the

unemployment rate, push in the opposite direction.

We then examine sorting e®ects for on{the{job movers. We ¯nd that the average

on{the{job mover has a lower propensity to shirk than the average stayer in the branch

of departure. This is true both for north{south movers and for south{north movers.

However, the sorting e®ect is stronger for south{north movers, and there are many more

movers in this group, thus on net sorting e®ects contribute to explain the north{south

shirking di®erential.

A di±cult question is whether multiple equilibria contribute to explain regional

shirking di®erentials. Simple multiple{equilibrium stories tend to imply that the dis-

tribution of mean shirking rates by branch should have two or more peaks, however in

our case this distribution is unimodal. Also, when we allow for a nonlinearity in the

relationship between individual shirking and group shirking, this relationship appears to

be linear to slightly concave, and in our model this is inconsistent with the presence of

multiple equilibria. At any rate, we note that our key structural estimations would be

valid even in the presence of multiple equilibria.

Finally, we attempt to quantify the relative importance of individual background,

sorting, group e®ects and local attributes in explaining the north{south shirking di®er-

ential. The exact numbers should be taken with a grain of salt, because they are based

on potentially restrictive assumptions, but a clear qualitative pattern emerges: individ-
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ual background seems to be quantitatively the most important factor; group interaction

and sorting e®ects both play a signi¯cant role, although not as important as that of

individual background; and local attributes do not on the whole contribute to explain

the regional di®erential.

Our conclusions are consistent with those reached by Putnam [1993] in his book on

the performance of the Italian regioni (the regional administrative bodies). He relates

the observed di®erentials of performance to the di®erent degrees of civic{ness which

characterize social interactions in the north and in the south. Putnam traces the di®erent

degrees of civic{ness in the two regions back to their medieval history. Our paper can be

viewed as trying to disentangle two components of civic{ness: one that is incorporated

in individuals' preferences, and one that originates in group{interaction e®ects.

Our paper is related to a growing body of literature on group{interaction e®ects as

determinants of individual behavior. For example, Glaeser, Sacerdote and Scheinkman

[1996] estimate the strength of neighborhood e®ects for criminal behavior in U.S. cities,

¯nding that such e®ects are stronger for less serious crimes. Case and Katz [1991] ¯nd

signi¯cant group{interaction e®ects in the determination of crime levels among youths

living in low{income Boston neighborhoods.1 Our paper di®ers from the ones just men-

tioned not only in the substantive issue, but also in methodology. Of particular impor-

tance is the fact that we have information on movers. This, we believe, mitigates the

identi¯cation problems that arise when studying the social determinants of individual

behaviour (see for example Manski [1993]). If we did not have information on movers,

we would not be able to identify group{interaction e®ects, local{attribute e®ects and

sorting e®ects.2

1Other examples in this literature are Van den Berg et al. [1998], Wilson [1987], Crane [1991], Topa

[1997], Bertrand, Luttmer and Mullainathan [1998] and Encinosa, Gaynor and Rebitzer [1998]. See

also the literature based on the classic Hawthorne experiments on the role of social interactions in the

determination of worker e®ort (e.g., Whitehead [1938], and Jones [1990]).
2A paper that employs a similar methodology is Aaronson [1998]. He uses a sample of multichild

families (whose children are separated in age by at least three years) that move between locations,

to estimate the impact of neighborhood e®ects on the children's educational outcomes controlling for

family background e®ects. However, given the nature of the issue and of the data, he is not able to

separate peer{group e®ects from local{attribute e®ects. Also, he does not analyze sorting e®ects.
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The paper is organized as follows. In section II, we describe the setting in which

our ¯rm operates and the basic facts we seek to explain. In section III, we discuss

informally a number of potential explanations for the north{south shirking di®erential.

In section IV, we present a stylized theoretical model that nests the four main candidate

hypotheses. In section V, we present our analysis of the full sample of workers. In section

VI, we present the analysis based on the subsample of movers. In section VII, we examine

two more hypotheses that could in principle explain the observed shirking di®erentials,

namely, the presence of discrimination against southern employees and di®erences in

hiring policies between northern and southern branches. Section VIII concludes.

II The basic facts

We begin by providing some basic information about the ¯rm under consideration

and the setting in which it operates, and we describe the facts that we seek to explain.

II.1 The Firm Under Consideration

The ¯rm studied in this paper is a large bank with many branches disseminated all over

the Italian territory and with an almost century{long tradition of activity at the heart

of the Italian ¯nancial system. Between 1975 and 1995, 28642 employees have worked

at this bank, in 442 di®erent branches.3 Table I reports the employment level and its

regional distribution in selected years. Looking at the distribution by region of work

in the top panel, approximately 73 percent of total employment is concentrated in the

north,4 where the headquarters of the ¯rm are located, but the presence of the ¯rm in

the south has always been signi¯cant and increasing with time.

Employment by region of birth is more uniform, as one would expect given the

3The number of branches varies over these years, reaching a maximum of 389 in 1995.
4The north is de¯ned as composed of the following regions: Piemonte, Valle d'Aosta, Liguria, Lom-

bardia, Veneto, Trentino, Friuli, Emilia Romagna, Toscana, Umbria and Marche. The south includes

Lazio, Sardegna, Abruzzi, Molise, Puglie, Basilicata, Campania, Calabria and Sicilia. Note that o±cial

statistics sometimes classify Lazio (which includes Rome) in the north. We include it in the south

because we believe that this region is sociologically and economically closer to the south than to the

north. At any rate, the main ¯ndings do not change if it is included in the north.
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migration °ows that characterized the Italian labor market during the 1950s and 1960s.

Table II reports the distribution of birth origin by region of work. Employees work

predominantly in the region in which they are born, but there is also a large number of

employees who work elsewhere: out of the 28642 employees for whom we have data, 3304

migrated at least once from south to north and 934 migrated in the opposite direction

between the year of birth and the year in which they are observed on the job. There is

also a signi¯cant fraction of employees (41 percent) who moved at least once between

branches while working at the bank. We will use information on these movers when we

examine the competing explanations of the shirking di®erentials in section VI.

II.2 The Fact we Seek to Explain

From the Personnel O±ce of this bank we received information on all the relevant events

characterizing the history of each employee. We construct our indicators of shirking from

the information that the dataset contains on the episodes of absenteeism and misconduct.

Focusing on absenteeism ¯rst, for each employee we have information on the ab-

sence episodes o±cially classi¯ed as \due to illness" for the period 1993{95.5 For each

employee{year observation we use the yearly number of absence episodes as index of

absenteeism. The average number of absence episodes is 1.90 per year in the north and

2.91 in the south; the di®erence is highly statistically signi¯cant.

Coming to our data on misconducts, for each employee on payroll between 1975

and 1995 we have a misconduct indicator that takes value 1 when, in a given year, at

least one misconduct episode is recorded and punished by the Personnel O±ce.6 Possible

5Since absence episodes shorter that ¯fteen days are dropped from the records of the Personnel O±ce

after three years, before 1993 we have only information on longer absence episodes. From the viewpoint

of this paper the most informative type of episodes are the short ones and therefore, for the analysis

of absenteeism, we chose to focus on the 1993{95 sample (which contains both long and short absence

episodes). Some descriptive statistics based on this sample for variables that will be later used in the

analysis of absenteeism are given in Table X in the Appendix.
6The cases in which an employee is involved in more than one misconduct episode in the same

year are very few. Hence, there is no real gain from using the yearly number of misconducts as an

indicator of shirking. Some descriptive statistics for the variables that will be later used in the analysis

of misconducts are given in Table XI in the Appendix.
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punishments are chosen from a grid of sanctions that range from verbal reproaches to

¯ring.7 The average value of the misconduct indicator is .007 in the north and .015 in

the south. This di®erence is highly statistically signi¯cant. The north{south di®erences

in the incidence of absenteeism and misconduct are the facts we seek to explain.8

II.3 North{South Economic Di®erences in Italy, 1975{1995

The regional shirking di®erentials in our bank should be understood in the context of

the more general economic di®erences between the north and the south of Italy. Since

the Italian re{uni¯cation, in 1861, fundamental economic di®erences have characterized

the two regions, giving rise to the well{known \Italian Mezzogiorno" problem.

Table III provides a snapshot of some of these economic di®erences for the period

covered by our analysis. The regions included in the northern aggregate account for a

larger fraction of the Italian population (for example, in 1995 the north had 36 million

vs. 21 million in the south), but while population in the south grew by 2 million during

the period of observation, it did not change in the north. These di®erent growth rates

prevailed in spite of the post{war migration °ows from south to north. These °ows were

largest in the 1950s and 1960s, and gradually declined thereafter.

In recent decades there has been a growing economic disparity between north and

south. In 1975, per capita GDP in the south was 35 percent lower than in the north. This

gap has subsequently increased, reaching 44 percent in 1995. The gap in terms of private

consumption per capita is instead smaller and roughly constant over the entire period

(per capita consumption in the south is 30 percent lower than in the north). This smaller

7These episodes involve unjusti¯ed absences and late arrivals, violations of the internal regulations

of the bank, inappropriate behavior inside the workplace and wrongful actions taken outside the rela-

tionship with the bank but potentially relevant for the latter (e.g. fraud, theft etc.).
8 We checked the robustness of these ¯ndings in various ways. The di®erence for absenteeism remains

large and signi¯cant if we topcode the number of absence episodes at the 95th percentile to control for

outliers, and if we use the number of days of absenteeism instead of the number of episodes. Similarly,

the di®erence for misconducts remains signi¯cant when we take into account the severity of the episodes.

We performed these robustness checks also on all the subsequent results of this paper. All the qualitative

¯ndings were con¯rmed.
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gap is probably due to the large inter{regional redistribution of income through public

transfers. Even smaller, and decreasing over time, is the gap in terms of dependent labor

incomes9: in 1975, workers in the south earned on average 23 percent less than workers

in the north, while in 1995 the gap was only 13 percent.10 This regional convergence

of wages is often blamed as one of the causes of the worse occupational performance in

the south relative to the north. Table III shows that while the activity rate in the north

grows from 40 to 43 percent between 1975 and 1995, in the south it stagnates around 35

percent. The di®erent performance of the two regions is even more dramatic in terms of

unemployment rates: the gap between north and south grows from 3.4 percent points in

1975 to 11.6 percent points in 1995.

The north and the south of Italy are characterized by important di®erences not

only at the economic level, but also in terms of sociological and cultural (as well as en-

vironmental) characteristics. These characteristics are hard to measure, but potentially

very important for the explanation of workers' behavior [Putnam 1993].

III Potential explanations of the shirking di®erentials

In this section we discuss informally a number of potential explanations for the

north{south shirking di®erentials within our bank:

1. South{born and north{born employees may have di®erent preferences with

regard to working versus shirking. We will refer to this hypothesis as one of di®erent

\individual backgrounds". We have in mind two possible reasons for this. First, the birth

environment may a®ect individual preferences through a variety of social and familial

in°uences. Second, the distribution of worker \types" in this ¯rm may di®er by region of

birth for a more indirect reason: it is possible that shirking preferences are correlated with

9The ¯gures on labor incomes in Table III come from national accounting statistics, since reliable

information on actual wages are currently not available (see the note to the table).
10This compression is believed to be caused by the egalitarian wage policy imposed by national unions

at the bargaining table, where contractual minima are set uniformly for all regions, and to the high

in°ation of the 1980s, through the wage indexation clause that prevailed in Italy from 1976 until 1992.

See Erickson and Ichino [1994] for further elaboration on this point.
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individual characteristics (such as sex, age or education), and that the characteristics

associated with high shirking are more frequent among southern employees.

2. Sorting e®ects are an alternative explanation: low-shirking individuals may tend

to migrate to the north, or high-shirking individuals may tend to migrate to the south,

or both. This can happen by choice of the individual, or, if the individual is very young,

by choice of his parents. Sorting may also occur by choice of the management: since the

headquarters of the bank are in the north, the management may have an incentive to

allocate the more e±cient workers to the north.

3. The northern and southern branches might be characterized by di®erent local

attributes, in a way that induces higher shirking in the south. Local attributes may

include environmental amenities, such as sun and beaches, the willingness of local doctors

to sign fake medical certi¯cates11, or branch{speci¯c characteristics, such as the fraction

and quality of managers in the branch, or the size of the branch.12 Also e±ciency{wage

e®ects µa la Shapiro and Stiglitz [1984] can be seen as local{attribute e®ects: the idea is

that the propensity to shirk should be lower where local unemployment is higher and

where the ¯rm's wage premium relative to local wages is higher.13

4. Shirking behavior may be characterized by group{interaction e®ects, in the

sense that an individual's shirking level increases with his co{workers' average shirking

level. This may happen for several reasons. One possibility is a peer{monitoring mech-

anism: if the majority of employees shirk, a single employee is less likely to be reported

for shirking, hence his expected penalty for shirking is lower. There may also be more

subtle psycho{sociological e®ects at work: if one is surrounded by a group that works

very hard, shirking may induce a stronger stigma from the group and a sharper feeling

11In Italy, typically, an employee must produce a medical certi¯cate to justify an absence from work.
12Shirking levels can also be in°uenced by explicit contractual schemes or by implicit incentive mecha-

nisms, such as the promise of faster promotions if the worker performs well. However, explicit contractual

incentives are uncommon in our bank, and career incentives do not appear to di®er between northern

and southern branches (see section VII for a north{south comparison of promotions and earnings),

therefore these are not candidate explanations of the north{south shirking di®erential.
13The reader may wonder whether it is legitimate to think of the wage premium as a local attribute.

As we remark later in the paper, wages in our ¯rm are constant over the Italian territory, thus the only

source of regional variation in the ¯rm's wage premium is the variation in local outside wages.
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of guilt. Another possible reason is related to monitoring by the management: if the

management has limited monitoring resources, the likelihood of getting caught shirking

is lower when more employees shirk, because the management has to \chase" more em-

ployees. Group{interaction e®ects may give rise to multiple equilibria, which can be an

autonomous source of regional shirking di®erentials. However, even in the absence of

multiple equilibria, group{interaction e®ects can contribute to explain shirking di®eren-

tials, because they can amplify the e®ect of cross{branch di®erences in the distribution

of worker types or in local attributes.

The four hypotheses just mentioned will be the focus of our econometric investi-

gation. In addition to these, we can think of two additional hypotheses that could in

principle explain the observed shirking di®erentials. We will examine these hypotheses

outside our econometric framework, by using auxiliary pieces of evidence:

5. In principle, the observed north{south di®erentials could be due to discrim-

ination against southern employees in the implementation of personnel policies. The

headquarters of the ¯rm are located in the north, and expressions of anti{southern senti-

ments are not infrequent in this region. Discrimination could work through two channels.

The ¯rst is through disciplinary proceedings. The Personnel O±ce, which is responsible

for discovering and punishing misconduct cases, is located in the north, thus the higher

frequency of misconduct episodes punished in the south could conceivably be the result

of discriminatory behavior within the Personnel O±ce. Second, if a worker's e®ort is re-

warded through promotions and wage raises, and southern employees are discriminated

against in terms of career path, they might have a lower incentive to work than northern

employees, and consequently shirk more.

6. Finally, di®erent hiring policies in the two regions might potentially contribute to

explain the shirking di®erential. The idea is that the more able and motivated managers

might be the ones located in the north, where the headquarters are; if hiring were based

on local decisions, this could imply that the hiring process is more selective in the north,

leading to a higher{quality workforce in the north.
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IV A simple theoretical framework

In this section we present a stylized model that nests the ¯rst four hypotheses

discussed in the previous section, and will serve as the basis of our econometric analysis.

Consider a ¯rm with two branches, \north" and \south". The index e 2 fN;Sg

will indicate the location of the branch. Each branch employs north{born and south{

born workers. We let ¾e
b
denote the share of branch e's employees who are born in region

b 2 fN;Sg. We take the parameters ¾e
b
as given. We could have written a two{stage

model in which workers can choose to migrate at some cost in the ¯rst period, and

then shirking decisions are made given workers' location. Since here we focus on the

determination of shirking behavior conditional on workers' location, we take location as

given.

Employee i chooses his level of shirking, denoted by Si 2 [0; Smax]. The gain from

shirking is given by G(Si; Y
e; µi); with G1 > 0 and G11 < 0 , where µi is a preference pa-

rameter (the worker's \type") and Y e is a branch{speci¯c vector that captures exogenous

attributes of the branch. A higher value of µi indicates a worker with a higher marginal

gain from shirking. This amounts to assuming G13 > 0 . We assume for simplicity that

there are only two types: µ 2 fµL; µHg, with µH > µL. The distribution of worker types

can di®er according to the region of birth: we let qb denote the frequency of µH types in

the population of employees born in region b.

To capture the possibility of locational sorting, we let qe
b
denote the frequency

of µH types in the subpopulation of employees born in region b and working in region

e. For example, if south{born employees who work in the north are on average more

hard{working than south{born employees who work in the south, we will have qN
S
< qS

S
.

Using the de¯nitions just introduced, we can calculate the frequency of µH types in the

population of employees working in branch e : pe = ¾e
N
qe
N
+ ¾e

S
qe
S
.

The expected penalty for shirking is given by L(Si; ¹S
e); where ¹Se is the average

shirking in the local branch. We assume L12 · 0, meaning that the marginal expected

penalty from shirking is lower when the average local shirking level is higher. We refer

the reader to the discussion in the previous section for the possible reasons why the

expected penalty for shirking may be decreasing in ¹Se.
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Assume that workers choose shirking levels simultaneously. Let us characterize

the Nash equilibria of this game. The ¯rst step is to derive an individual employee's

optimal choice given the other employees' choices. Each worker chooses Si to maximize

her expected utility,

EU i = G(Si; Y
e; µi)¡ L(Si; ¹S

e)

Therefore, the optimal shirking level will be a function of µi; Y
e and ¹Se:

Si = g( ¹Se; Y e; µi):(1)

Given our assumptions, we have @Si=@ ¹S
e ¸ 0 and @Si=@µi > 0.

Equation (1) is a structural condition, because ¹Se is endogenous. We will later

estimate this equation, but at this stage we need to determine the equilibrium shirking

levels. Using (1), we can write

¹Se = g( ¹Se; Y e; µH)pe + g( ¹Se; Y e; µL)(1¡ pe):(2)

The solutions of this equation in ¹Se represent the equilibrium average shirking levels.

Note that, if g is linear, there is a unique equilibrium, but if g is nonlinear, multiple

equilibria are possible. We will denote the solution(s) to equation (2) by

¹Se = h(Y e; pe) = h(Y e; ¾e
N
qe
N
+ ¾e

S
qe
S
);(3)

where h is a vector of functions if there are multiple equilibria.

We are now ready to formulate the alternative hypotheses for the explanation of

the north{south shirking di®erential. We will formulate them as mutually non{exclusive

hypotheses:

1. Individual{Background Hypothesis: The type distribution di®ers by region

of birth, in particular qN < qS.

2. Sorting Hypothesis: For given region of birth, employees working in the north

are on average characterized by a lower µ: qN
b
< qS

b
; b = N;S.

3. Local{Attributes Hypothesis: The north and south branches di®er in the vec-

tor of exogenous local attributes: Y N 6= Y S:

11



4. Group{Interaction/Multiple{Equilibria Hypothesis: There are positive

group{interaction e®ects (@Si=@ ¹S
e > 0), possibly generating multiple equilibria.

Before proceeding, we need to clarify the relationship between group{interaction

e®ects and multiple equilibria. From the model it is clear that group{interaction e®ects

may or may not generate multiple equilibria. Multiple equilibria can of course explain

shirking di®erentials between otherwise identical branches. However, even if group{

interaction e®ects do not generate multiple equilibria, they can still contribute to explain

shirking di®erentials, provided branches di®er in local attributes or in the distribution

of worker types, because they amplify the e®ects of such di®erences.14

V Individual{background and work{environment e®ects

In this section we focus on the full sample of employees, with two main objectives

in mind. First, we want to examine the impact of individual background on the propen-

sity to shirk, controlling for the work environment. Second, we want to examine how

the propensity to shirk depends on the work environment, controlling for observable in-

dividual characteristics. This will lead to the subsequent step of the analysis, where we

focus on the subsample of movers to understand whether the work{environment e®ect is

due to sorting, di®erences in local attributes or group{interaction e®ects.

We take a preliminary look at the individual{background and work{environment

e®ects by examining the incidence of shirking by region of birth and region of work.

Tables IV and V report (respectively) the average number of absence episodes and the

frequency of misconducts by region of birth and region of work. Overall, employees born

in the south appear to shirk more than employees born in the north, within each region

of work. And working in the south implies a higher shirking level, for each region of

birth. All di®erences are statistically signi¯cant (with the only exception of absenteeism

in the northern working region, where the region of birth makes no signi¯cant di®erence).

14A similar idea is present in Glaeser, Sacerdote and Scheinkman's [1996] work on crime in U.S. cities.

In their model there is a unique Nash equilibrium, and the group{interaction mechanism magni¯es the

e®ect of exogenous di®erences between cities, thus contributing to explain crime di®erentials.
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Next we take a closer look at the e®ect of individual background. A natural ques-

tion is: why do we ¯nd an impact of the region of birth on the shirking level? We have

in mind two possibilities. The ¯rst one is that the birth environment directly a®ects

individual preferences, through familial and social in°uences. The second one is that the

propensity to shirk is a function of other individual characteristics, and these character-

istics are more frequent among south{born employees. Among the individual character-

istics that lend themselves naturally to this possibility are: gender, age, level and type

of education, tenure, rate of promotions, and existence of pre{company experience. We

try to discriminate between the two possibilities by controlling for the above{mentioned

individual characteristics in our analysis. We also control for the employees' hierarchical

position (there are 14 hierarchical levels), since employees of di®erent levels may face

di®erent incentives to shirk. Note that, since wages are closely tied to hierarchical levels,

we are also e®ectively controlling for wages.15

For both absenteeism and misconducts, we ¯nd that most of these individual char-

acteristics have a statistically signi¯cant e®ect on the level of shirking,16 but they do not

subtract signi¯cance from the region{of{birth e®ect. Panel A of Table VI (¯rst and third

entry) shows that the coe±cients of the region{of{birth dummy are high and signi¯cant

even in the presence of individual controls.17 We can actually say that individual char-

15Results do not change when we also include yearly wages in the regressions.
16Females, older workers, workers with less education and lower promotion rates, workers with longer

tenure and workers with more pre{company experience are more prone to absenteeism (one possible

explanation for the e®ect of pre{company experience is that in some occasions our bank has been forced

by the government to hire employees of other bankrupt banks; according to the Personnel O±ce, these

employees were on average less well performing than the ones hired freely on the market). The same is

true for misconducts, except that females, older workers and workers with longer tenure are less prone

to misconducts.
17For absenteeism, Table VI reports the results of Poisson regressions in which the dependent variable

is the number of absence episodes. The coe±cients are reported in the form of incidence ratios. A ratio

greater than 1 indicates that workers born in the south are more prone to absenteeism than workers born

in the north. For example, a ratio of 1.39 means that absenteeism is 39 percent higher for south{born

workers. For the case of misconducts, we estimated a logit model of the probability of misconduct in

which the dependent variable takes value 1 when at least one misconduct episode is recorded in the

given year. Coe±cients are reported in the form of odds ratios. A ratio greater than 1 indicates that

the odds of misconduct for workers born in the south are higher than those for workers born in the

13



acteristics are a confounding factor for the e®ect of the region of birth, because when we

take them out of the regression, the coe±cient of the born{south dummy decreases (this

result is not reported in the table).

We then look at the region{of{birth e®ect controlling also for the characteristics of

the work environment. When we include a set of observable local characteristics (listed

in the note to Table VI), the e®ect of being born in the south remains positive and

signi¯cant (second and fourth entries of Panel A). We also tried to control for the work

environment in the ¯nest possible way, namely by including all branch dummies, time

dummies, and observable local characteristics, as well as all individual characteristics.

The region{of{birth e®ect remains highly signi¯cant (this result is not reported in the

table).

Next we focus on the e®ect of the work environment on the propensity to shirk.

Panel B of Table VI reports the estimates of the region{of{work e®ect in the presence

of individual controls: working in the south has a positive and signi¯cant e®ect, for

both absenteeism and misconducts. This e®ect remains signi¯cant even if one controls

for observable local characteristics; thus, the e®ect of the working region is not entirely

explained by these local characteristics. Our data also provides a way to examine whether

employees change their shirking level gradually according to the time spent in their region

of work. We do this by including an interaction between the \work{south" dummy and

the duration of the employee's residence in the south. This interaction has a positive

and signi¯cant coe±cient, which suggests that shirking increases gradually as one spends

more time in the south.

Finally, in Panel C, we take the group of employees born and working in the north

as the reference group, and include three dummies for the remaining groups, as well as

the whole set of individual and local characteristics. This allows one to compare the four

groups of employees in the presence of all controls. Being born in the south generally

increases the propensity to shirk conditional on each region of work, and working in the

south increases the propensity to shirk conditional on each region of birth.

A key issue that arises when interpreting these results in terms of shirking behavior

north. For example, a ratio of 1.88 means that the odds of misconduct are 88 percent percent higher

for workers born in the south.
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is the presence of a potentially serious measurement error in the dependent variable,

particularly for the data on absenteeism. The problem is that we cannot distinguish

between absences due to a true state of illness and absences that can be interpreted as

shirking. One then has to worry about whether this measurement error is correlated with

the region of work or the region of birth. In particular, if the incidence of illness were

higher for employees born (or working) in the south, we would be overestimating the

impact of the region of birth (or work). However, there is evidence that this is not the

case. O±cial statistics (from ISTAT, Annuario Statistico Italiano) indicate that rates of

death due to illness are higher in the north; for example, in 1993, the number of deaths

due to illness per 1000 inhabitants per year was 10.2 in the north and 8.3 in the south.

Assuming that these rates are proxies for the true frequency of illness, this appears if

anything larger in the north. We looked also at death rates by region of birth and work

among the employees of our bank, controlling for demographic characteristics such as

gender and age, and we found no di®erence between the north and the south.18 Another

piece of evidence is that life expectancy does not di®er much between north and south;

for example, for the 1987{91 cohort life expectancy was about 73.5 years for men and

80 years for women in both regions.

The next step will be to focus on the subsample of branch{to{branch movers, to

examine the determinants of the work{environment e®ect. Before doing so, however,

we want to get a sense of how important are branch{speci¯c determinants of shirking,

overall and within the north and south. We examined how much of the total variance

in shirking levels is explained by the variance in branch¤year mean shirking levels, for

the whole country and within each region. For the case of absenteeism, branch e®ects

explain roughly 9 percent of the total variance for the whole country, 8.7 percent within

the south and 5 percent within the north (the results for misconducts are qualitatively

similar). Thus, there is signi¯cant cross{branch variation even within each region.19 This

suggests that the appropriate level of analysis is the level of the branch, and encourages

18Balzi et al. [1997] looked at mortality rates for cancer cases in the whole country, and found that,

even controlling for demographic characteristics, mortality rates are substantially higher in the north.
19We have also performed this exercise on the residuals after controlling for observable individual

characteristics (listed in the note to Table VI). Branch e®ects explain 7.5 percent of the total residuals'

variance for the whole country, 7 percent within the south and 4.1 percent within the north.
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us to make use of our information on branch{to{branch movers.

VI Looking inside the work{environment e®ect

In this section we try to discriminate between the possible determinants of the

work{environment e®ect, namely, group{interaction e®ects, local attributes and sorting.

VI.1 Group Interactions and Local Attributes

Our objective here is to estimate the structural relationship that determines individual

shirking behavior as a function of local average shirking, individual characteristics and

local attributes. We start from a linear version of equation (1), to which we add a time

subscript for each variable and an error term:

Sit = µit + ¯ ¹Sit + Yit + ²it;(4)

where Sit is the shirking level of worker i at time t, µit incorporates the individual e®ects

for employee i at time t; ¹Sit is the average shirking level in the branch of worker i

(excluding worker i from the average), Yit incorporates the local{attribute e®ects of the

branch where employee i works and ²it is an i.i.d. error term. We then assume that µit

and Yit are each composed of an unobservable ¯xed e®ect and an observable part, as

follows:20

Sit = ®i + ±tXi + ¯ ¹Sit +
X

j

³jDijt + °Zit + ²it;(5)

where ®i is the unobserved ¯xed e®ect for individual i, Xi are worker i's observable

characteristics, Dijt is a dummy that is equal to one if worker i is in branch j at time

t (so that ³j incorporates all time{invariant unobservable characteristics of the branch)

and Zit is a vector of observable local characteristics. The reason we include the term

±tXi in (5) is to allow for an e®ect of time-invariant individual characteristics on the

change in shirking. The vector Zit includes (a) a set of branch{level variables: branch

size, fraction of managers, rates of promotion for managers and for white collars, fraction

of newly arrived workers, fraction of females, average age, average years of education,

20There could be also time-varying unobservable e®ects. We discuss the problems associated with

their presence later in the section.

16



average number of workers with pre{bank labor market experience; and (b) a set of

province{level variables: yearly rain fall, yearly average temperature, unemployment

rate, crime rate, hospital beds per capita, doctors per capita (the last two are included

only for absenteeism), plus year dummies. Some of these local variables are included

because they may a®ect the incentive to shirk, others because they may potentially be

linked to the incidence of true illness in the local area.

Several problems make the estimation of equation (5) di±cult, but we minimize

these problems by focusing on the sub{sample of movers and estimating the equation in

¯rst di®erences.21 The focus on movers allows us to identify group{interaction e®ects and

local{attribute e®ects. Estimating the equation in ¯rst di®erences allows us to control

for the individual ¯xed e®ects ®i, which is important because ®i will be correlated with

¹Sit if individuals with similar characteristics happen to be geographically concentrated.

Our estimating equation is:

Sit ¡ Sit¡1 = ±Xi + ¯( ¹Sit ¡ ¹Sit¡1) +
X

j

(Dijt ¡Dijt¡1)³j + °(Zit ¡Zit¡1) + ²it ¡ ²it¡1:(6)

Note that for movers we have ¹Sit 6= ¹Sit¡1 and Zit 6= Zit¡1 not only because they are

computed in two di®erent periods but also because they are computed in two di®erent

branches; thus, an additional advantage of using data on movers is that they provide

much greater variation in the independent variables ¹Sit and Zit. Also note that the

branch ¯xed e®ects ³j are identi¯ed because ¹Sit and Zit vary by branch and year, not

only by branch. In the analysis based on absenteeism, however, the time period for which

we have data (1993{95) is too short to allow for a reliable identi¯cation of the almost

four hundred branch ¯xed e®ects. Hence, in this case, we use 91 ¯xed e®ects for the

administrative provinces in which the Italian territory is divided. We believe that, given

the small size of these provinces, the corresponding ¯xed e®ects control reasonably well

for the relevant local time{invariant characteristics.

We focus ¯rst on the case of absenteeism. There are 3963 movement episodes

during the 1993{95 period; descriptive statistics for this sub{sample are given in Table

21The empirical strategy we pursue here is similar in spirit to the one employed by Krueger and

Summers [1988] and Gibbons and Katz [1992] for the analysis of the causes of inter{industry wage

di®erentials. They focus on workers who move across industries, and regress the mover's wage on a

vector of industry dummies using a ¯rst{di®erence speci¯cation to control for individual ¯xed e®ects.
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X in the Appendix. Our ¯rst step is to estimate equation (6) using OLS (correcting the

standard errors using the White formula). The results are reported in the top panel of

Table VII. When we include all individual and local controls, the estimated value of ¯ is

0.156, with a p{value smaller than 0.01. The interpretation is that an employee makes

one more day of absenteeism if his average co{worker makes (roughly) six more days of

absenteeism. The local controls (Zit and the province dummies) are jointly signi¯cant.22

Next we need to discuss three possible sources of bias in the estimation of ¯: (a) The

stayers' mean shirking level, ¹Sit, is endogenous to the dependent variable, even though

it does not include the mover's shirking level, because there can be peer{group e®ects

from the mover to the stayers. (b) If there are unobservable local time{varying e®ects

(or unobservable local time{invariant e®ects that vary across branches within the same

province23), these will a®ect both the stayers' and the mover's behavior, thus biasing ^̄

upwards. (c) The presence of a measurement error in ¹Sit tends to bias ^̄ downwards,

and the problem is likely to be exacerbated by the estimation in ¯rst di®erences. Note

that the overall e®ect of these three sources of bias is a priori unclear.

We can think of two ways to mitigate these problems. The ¯rst is to replace ¹Sit

with its lagged value ¹Sit¡1. This should eliminate problem (a) and reduce problem (b),

although it does not take care of the measurement problem. An alternative approach is

to perform an IV estimation, using ¹Sit¡1 or the set of lagged local variables, Zit¡1; as

instruments. These variables presumably a®ect the stayers' current behavior without

directly a®ecting the mover's current behavior; thus they seem reasonable instruments

for ¹Sit. This should reduce all three problems, although it may sacri¯ce e±ciency of the

estimation. We experimented with both instruments but eventually settled for ¹Sit¡1,

because this generated a more precise estimate of ¯. 24 The results (which we do not

22In addition to the robustness checks described in footnote 8, we re{ran regression (6) using di®erences

between the year after the move and the year before the move, instead of di®erences between adjacent

years. This was motivated by the fact that an employee is assigned to branch j in year t if she is in

branch j at the beginning of year t, and this introduces a measurement error whenever an employee

moves before the end of the year. With this alternative procedure we found a slightly higher value of ¯

(0.190).
23Note that this problem cannot arise in our analysis of misconducts, where we are able to control for

a full set of branch ¯xed e®ects.
24We note that the point estimates of ¯ when using the lagged local variables Zit¡1 as instruments
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report in the tables to save space) are reassuring: the IV and \lagged{OLS" estimates

of ¯ are both statistically signi¯cant and higher than the basic OLS estimate. In this

perspective, the basic OLS estimate of ¯ appears to be a rather conservative one, and

we choose it as our preferred estimate.

There is another possible way of looking for true group{interaction e®ects, avoiding

the problems of unobservable local e®ects and endogenous stayers' behavior. Group{

interaction e®ects imply that the arrival of a good worker and the departure of a bad

worker will improve the behavior of the stayers. To check if this e®ect is present, we

consider the following equation for the change in stayers' behavior:

¹S
[t¡1;t]
jt ¡ ¹S

[t¡1;t]
jt¡1 = ¯A ¹SA

jt + ¯D ¹SD
jt¡1 + ~°(Zjt ¡ Zjt¡1);(7)

where ¹S[t¡1;t]
j¿ is the mean shirking level at time ¿ of the employees who work in branch j

both at time t¡ 1 and at time t (i.e. the \stayers"); ¹SA
jt is the mean shirking level of the

employees who work in branch j at time t but not at time t¡ 1 (i.e. the newly arrived

workers); ¹SD
jt¡1 is the mean shirking of the employees who work in the branch at time

t ¡ 1 but not at time t (i.e. the departing workers); and Zjt is the vector of observable

local characteristics. We expect ¯A to be positive and ¯D to be negative.

Of course, ¹SA
jt and ¹SD

jt¡1 are endogenous to the dependent variable. To deal with

this problem, we estimate a slightly di®erent version of equation (7): we replace the

shirking level of an arriving employee with his shirking level in the previous year, and

the shirking level of a departing employee with his shirking level in the following year.

Note that this procedure does not allow the estimation of the structural parameter ¯. In

fact, we expect the parameters ¯A and ¯D to have a much smaller value than ¯, because

movers are in small numbers relative to stayers. Note also that the group{interaction

hypothesis implies that ¯A and ¯D should be higher for smaller branches.

The OLS estimates of ¯A and ¯D have the right sign, although they are not sta-

tistically signi¯cant. When we select only branches with less than 50 employees, the

estimates of ¯A and ¯D become slightly higher.25 We regard these results as fairly sup-

portive of the group{interaction hypothesis, also in consideration of the measurement

were generally higher than the corresponding ones when using ¹Sit¡1 as instrument.

25The inclusion of the (Zjt ¡ Zjt¡1) controls makes virtually no di®erence in the results.
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error in our shirking measure, which tends to bias downwards the estimates of ¯A and

¯D.

Another issue that needs to be addressed is the possible endogeneity of moves.

This can potentially bias our estimation of ¯, if workers whose behavior is improving

over time (due to changes in their unobservable characteristics) move to low{shirking

branches. This possibility seems more likely for workers who move by choice of the

central o±ce than for workers who move for personal reasons. If there is a systematic

pattern of this kind, it will tend to bias our estimate of ¯ upwards.

To investigate this issue, we followed two strategies. First, we obtained information

from the bank on the reasons for moves. The bank classi¯es movers in two groups: those

who move by their own choice (\voluntary" movers), and those who move by choice

of the central o±ce (\commanded" movers); a commanded move is often associated

with a promotion. We then re{estimated our key equation separately on these two

subsamples. When focusing on commanded movers, results closely resemble those of

our base regressions. When focusing on voluntary moves, results are generally similar

to those of our base regression, except when we include all controls and province ¯xed

e®ects, in which case the estimate of ¯ is a bit lower (by about one third). If one is

willing to assume that voluntary moves are not a®ected by the endogeneity problem

described above, these results are fairly encouraging.

We then performed a second check. We looked for correlation between a mover's

change in shirking in the two years before moving and the average level of shirking in the

arrival branch (evaluated in the year before the move, to avoid peer{e®ect contamination

from the mover). If there were a systematic pattern of worker relocation of the kind that

we are worried about, we should ¯nd that this correlation is positive. However, we

¯nd no correlation at all. In light of these results, we are inclined to believe that our

identi¯cation of group{interaction e®ects is not driven by the endogeneity of moves.26

26One might also be concerned that movers are not representative of the general population of em-

ployees, and may be characterized by a di®erent ¯ than the average employee. As we will see in the

next section, movers are on average \better" than stayers: the average number of absences is 1.7 for

movers and 2.6 for stayers. There is clearly a selection bias, however this need not weaken our results,

because it seems unlikely that \better" workers have a higher ¯. To address this issue econometrically,

we tried estimating ¯ after cutting o® (asymmetric) tails of the distribution of movers in such a way
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As we remarked in the theoretical section, group{interaction e®ects may or may

not generate multiple equilibria. A hard empirical question is whether multiple equi-

libria are present. This question will not be settled here, but we present two bits of

evidence that are not very supportive of the multiple{equilibrium hypothesis. First, in

our model multiple equilibria would likely (although not necessarily) generate a bimodal

or multi{modal distribution of mean branch shirking rates. However, in our sample this

distribution is clearly unimodal. Second, in our model multiple equilibria can arise only

if the structural relationship g(¢) is convex (given that its intercept is positive). We tried

estimating equation (6) adding the (di®erence of the) square of ¹Sit on the right{hand

side. The estimated coe±cient of this term is always between -.04 and zero (depending

on the estimation technique and on the set of controls), and never signi¯cant, whereas

the coe±cient of the linear term is always higher than .25 and signi¯cant. Thus, the

structural relationship g(¢) appears to be linear to slightly concave, which in our model

is inconsistent with the presence of multiple equilibria.

We replicated all the steps of the analysis described above for the case of miscon-

ducts. In the interest of space, we only report the results for our base regression, which

we estimate on the basis of 23110 movement episodes over the 1975{95 period. Descrip-

tive statistics for this sub{sample are given in Table XI in the Appendix. Thanks to

the longer period of observation, we can control for all the 442 branch ¯xed e®ects. The

lower panel of Table VII reports OLS estimates of equation (6) with the usual sets of

controls. Group interaction e®ects are again estimated to be positive and statistically

signi¯cant. When we include all individual and local controls, the estimated value of

¯ is 0.356, and statistically signi¯cant. The interpretation is that an employee's proba-

bility of committing a misconduct increases by 0.356 if his average co{worker commits

one additional misconduct episode. The local time{varying e®ects and the branch ¯xed

e®ects are jointly signi¯cant.

that the remaining part of the distribution has a mean equal to the mean of the general population (2.2

absences a year). Results did not change much.
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VI.2 Sorting E®ects

Our evidence on sorting e®ects is limited, because we can examine only workers who

moved during their tenure at the bank, and not workers who moved before being hired.

Conditional on this disclaimer, the data on movers o®er interesting information about

sorting.

In Table VIII we report the incidence of absenteeism for between{region movers,

within{region movers and stayers, for the period 1993{95. Let us focus ¯rst on the groups

of south{to{north movers, south{to{south movers and stayers in the south. The average

number of absence episodes per year is respectively 1.27, 2.12 and 3.42 for the three

groups (for movers, the average refers to the year before moving), and all di®erences

are statistically signi¯cant. This suggests that movers from the south are less prone to

absenteeism than stayers, with long{range movers being more disciplined than short{

range movers. As far as movers from the north are concerned, they are also signi¯cantly

less prone to absenteeism than stayers, but there is no statistical di®erence between

north{to{south and within{north movers.27

In addition to sorting by region, we can also examine sorting by branch. For the

case of absenteeism, the clear pattern is that \better" workers tend to move to \better"

branches: we ¯nd a positive and signi¯cant correlation between a mover's shirking level

(evaluated in the year before moving) and the average shirking of the arrival branch (also

evaluated in the year before the move takes place, to avoid peer{e®ect contamination).

The qualitative results for the case of misconducts are similar. Table IX presents

the key ¯ndings on regional sorting. The frequency of misbehavior is always lower for

across{region movers than for stayers (0.004 versus 0.014 from the south, which is also

statistically signi¯cant, and 0.003 versus 0.008 from the north), but now the di®erences

between within-region movers and stayers are not signi¯cant.

Understanding the mechanics of sorting is interesting in its own right, but we have

not yet addressed our main question: can sorting contribute to explain the north{south

27We computed the statistics contained in Table VIII also on the residuals obtained after controlling for

observable individual characteristics. The di®erences between movers and stayers remain qualitatively

similar, suggesting that sorting based on observable characteristics and sorting based on unobservable

characteristics follow a similar pattern.
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shirking di®erential? The answer is not obvious: the sorting e®ect for south{to{north

movers contributes to explain the di®erential, but the sorting e®ect for north{to{south

movers pushes in the opposite direction. Quantitatively, however, the former e®ect is

stronger than the latter (both for absenteeism and for misconducts), thus sorting e®ects

on net seem to play a role in determining the north{south di®erential. This will be

con¯rmed in the next section, where we quantify the importance of the four e®ects

(individual background, sorting, local attributes and group interactions) in explaining

the regional di®erential.

VI.3 Decomposing the North{South Shirking Di®erential

If one is willing to assume that the group of movers is representative of the general

population of employees, in the sense of being characterized by the same behavioral

parameters, one can quantify the relative importance of the various local and individual

e®ects in explaining the north{south shirking di®erential.

We start with the case of absenteeism. The basis for our decomposition is equation

(4). Using this equation, one can write the average shirking level in region e 2 fN;Sg

as ¹Se = ¹µe + ¯ ¹Se + ¹Y e, where an upper bar with superscript e denotes the average of

a variable (across individuals and years) for region e. The shirking di®erential between

south and north is then

¹SS ¡ ¹SN = (¹µS ¡ ¹µN) + ¯( ¹SS ¡ ¹SN) + ( ¹Y S ¡ ¹Y N):(8)

We do not solve (8) in ¹SS ¡ ¹SN because, in this form, it provides an additive decompo-

sition in which ¯( ¹SS ¡ ¹SN) is the part of the shirking di®erential explained by group-

interaction e®ects. To perform the decomposition, our strategy will be to estimate the

part explained by local e®ects, ¯( ¹SS¡ ¹SN)+( ¹Y S¡ ¹Y N), and calculate the part explained

by the average worker \types", (¹µS ¡ ¹µN), as a residual; note that this latter di®erential

may be due to di®erences in \individual background" (i.e. di®erences in types between

south-born and north-born workers) or to sorting e®ects. We will take our parameter

estimates from the OLS estimation of equation (6) with complete individual and local

controls. As discussed earlier, we believe that the OLS estimate of the group{interaction
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e®ect is on the conservative side, and OLS is more e±cient than the other procedures

we tried. Hats will denote estimated parameters.

The left{hand side of (8), i.e. the di®erential to be explained, is roughly equal

to one absence episode per year. To estimate the part explained by group{interaction

e®ects, ¯( ¹SS ¡ ¹SN), we only need the estimate of ¯. Since ^̄ is about 0.16, group{

interaction e®ects explain roughly 16 percent of the shirking di®erential between south

and north.

To estimate the part explained by local{attribute e®ects, we posit, as in equation

(5), Yit = °Zit +
P

j ³jDijt. Note that ° and ³j are estimated, while Zit is observed.

We can then estimate the di®erence (¹Y S ¡ ¹Y N) as °̂( ¹ZS ¡ ¹ZN) + (³̂S ¡ ³̂N), where ³̂e

(e = N;S) denotes the average of
P

j ³̂jDijt (across individuals and years) for region e:

The estimated value of ( ¹Y S ¡ ¹Y N) is about -0.07. Thus, local{attribute e®ects on the

whole do not contribute to explain the shirking di®erential between south and north.

It is important to note, however, that this number hides large and opposite forces. In

particular, if we separate the unemployment rate from all other local e®ects, we ¯nd

that the shirking di®erential predicted by the unemployment rate is -0.58,28 while the

shirking di®erential predicted by the remaining local e®ects is 0.51.29

Next, ¹µS¡¹µN is estimated residually to be about 0.91. The last step is to decompose

this number into a part explained by di®erences in \individual background" and one

explained by sorting e®ects. For each employee, we can estimate µit residually as µit =

Sit¡ ^̄ ¹Sit¡°̂Zit¡
P

j ³̂jDijt. We can then calculate the average µ for the employees born in

region b, which we denote ¹µb. We interpret ¹µS¡ ¹µN as the part of the shirking di®erential

explained by di®erences in individual background, and the remaining part, (¹µS ¡ ¹µN)¡

(¹µS¡¹µN); as that explained by sorting.
30 These parts are estimated to be respectively 0.68

and 0.23. To summarize: individual background, sorting and group interactions account

28This number is so high because the estimated coe±cient of the unemployment rate is high, but even

more because there is a big di®erence in unemployment between north and south.
29Interestingly, we ¯nd no evidence that the fraction of managers and the promotion rates for managers

contribute to explain the north-south di®erential. These variables are on average higher in the north,

but their coe±cients are insigni¯cant and with the \wrong" sign.
30To understand this intuitively, consider the extreme case in which all employees work in the region

where they were born; in this case we have (¹µS ¡ ¹µN ) = (¹µS ¡ ¹µN ), that is zero sorting e®ect.
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for, respectively, 68 percent, 23 percent and 16 percent of the absenteeism di®erential

between south and north. The sum of these ¯gures exceeds 100 by 7 percent. This is

the e®ect of local attributes, which tend to make shirking higher in the north.

When we replicate the exercise for misconducts, we estimate that individual back-

ground, sorting and group interactions account for, respectively, 73 percent, 36 percent

and 25 percent of the shirking di®erential between south and north. The sum of these

¯gures again exceeds 100 (by 34 percent) because local attributes as a whole tend to

make misconducts more frequent in the north. Also for misconducts the overall e®ect

of local attributes hides large and opposing forces: in particular, the unemployment rate

and the size of branches31 push towards lower shirking in the south while the remaining

variables push in the opposite direction.

One should keep in mind two limitations of this exercise. One is that many of the

parameters in ° and ³j are imprecisely estimated (although local attributes are always

jointly signi¯cant), thus the numbers presented here should be interpreted with caution.

What we believe to be robust is the broad qualitative pattern: individual background

seems to be the most important determinant of the north{south di®erential; group{

interaction and sorting e®ects appear signi¯cant, but less important; and local{attribute

e®ects as a whole do not contribute to explain the di®erential. The other limitation of

our procedure is that, since µit is estimated residually, it picks up any unobservable local

time{varying e®ects. Thus we may be overestimating the overall magnitude of individual

e®ects. However, this does not necessarily imply that we are overestimating the role of

individual e®ects in explaining the north{south di®erential; the direction of this bias is

a priori unclear.

Before moving to the next section, we comment here on the issue of e±ciency{

wage e®ects. E±ciency{wage theories propose that shirking in a ¯rm should be lower

(i) when there is higher local unemployment, and (ii) when the ¯rm pays a higher wage

premium relative to local ¯rms.32 As we saw earlier in this section, our econometric

¯ndings are consistent with part (i) of the e±ciency{wage story. As far as part (ii) is

31Larger branches seem to imply fewer misconducts, and branches are on average larger in the south.
32Cappelli and Chauvin [1991] test these two predictions by comparing misconduct rates in plants

located in di®erent regions of the United States. They ¯nd a lower frequency of misconduct where wage

premia relative to local average wages are higher and where the local unemployment rate is higher.
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concerned, we do not have the data to test this hypothesis econometrically. However,

we have enough information to assert that neither of these two e®ects can contribute

to explain the north{south shirking di®erential. First, unemployment is substantially

higher in the south.33 Second, the wages paid by our bank entail higher wage premia in

the south. As shown in Table III, looking at the entire working population, an average

employee working in the south earns 13 to 23 percent less than the average employee

working in the north. On the other hand, within our bank the average wage in the south

is the same as in the north (see point (3) in the next section).

VII Additional hypotheses

In this section we present some evidence on the last two hypotheses that we consid-

ered in section III as potential explanations of the regional shirking di®erentials, namely

those of discrimination and di®erent hiring policies.

In principle, the evidence on shirking di®erentials could be due to discrimination

against employees born or working in the south. As we mentioned earlier, this kind of

discrimination could operate in two ways. First, the Personnel O±ce could be more harsh

with southern employees when investigating and punishing misconduct cases. Second,

if the ¯rm uses the implicit promise of promotions and wage raises as incentive device

to elicit more e®ort, and southern employees get a less favorable treatment in terms of

career path, they may have a lower incentive to work.

The possible presence of discrimination in this ¯rm is the subject of Ichino and

Ichino [1998], who use our same dataset. They show that: (1) The procedure by which

misconduct episodes are reported to the Personnel O±ce and the frequency of inspections

do not appear to di®er between northern and southern branches. (2) For given gravity

and type of misconduct there is no evidence that employees working or born in the south

They conclude that their evidence supports the Shapiro{Stiglitz e±ciency{wage theory. However, see

Leonard [1987] and Hirsch and Hausman [1983] for evidence that is somewhat in contradiction with the

e±ciency{wage hypothesis.
33During the period of observation, the average unemployment rate was 14 percent in the south and

6 percent in the north.
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are punished more severely. (3) Controlling for individual observable characteristics

(including the hierarchical level), there is no evidence of discrimination against southern

employees in terms of annual earnings. Employees working in the south earn on average

the same as employees working in the north. Employees born in the south earn on average

1 percent more than those born in the north, and the di®erence is statistically signi¯cant.

As far as career paths are concerned, there are no signi¯cant regional di®erences in the

odds of promotion. These ¯ndings suggest strongly that discrimination plays no role for

the explanation of regional shirking di®erentials.

Finally, it is possible that di®erent hiring policies in the two regions might con-

tribute to explain the shirking di®erential. If the more able and motivated managers

were located in the north, where the headquarters are, and hiring were based on local

decisions, this could imply a more selective hiring process in the north, leading to a

higher{quality workforce in the north. This hypothesis, however, is inconsistent with

the fact that the hiring process is completely centralized at the headquarters. Local

managers may only suggest a list of potential candidates, but choices are then based

on written and oral exams taken at the headquarters. Thus, the hypothesis of di®erent

hiring policies does not seem to have strong explanatory power for our purposes.

VIII Conclusion

This paper has documented the existence of striking regional shirking di®erentials

within a large Italian bank with branches distributed over the entire country. In partic-

ular, absenteeism and misconduct episodes are substantially more frequent in the south.

We have considered several potential explanations of this fact, including: di®er-

ences in workers' individual backgrounds; group{interaction e®ects, possibly leading to

multiple equilibria; locational sorting e®ects; di®erences in local attributes; discrimina-

tion against southern employees, and di®erences in hiring policies.

Our analysis suggests that individual backgrounds, group{interaction e®ects and

sorting e®ects all contribute to explain the north{south shirking di®erential, with indi-

vidual backgrounds being quantitatively the most important factor. Local attributes as

a whole appear to push in the opposite direction, that is toward higher shirking in the
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north; however, this overall e®ect is driven by a few local variables (most notably, local

unemployment and the size of branches), while most of the local e®ects push strongly

toward higher shirking in the south. None of the other explanations that we considered

seems to play a signi¯cant role.
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Appendix

Table X: Data appendix for the analysis of absenteeism: 1993-95

Full sample Movers sample

Variable Mean St. Dev. Mean St. Dev.

Absence episodes per year 2.18 2.86

Change of individual absenteeism 0.15 1.97

Change of local absenteeism 0.09 0.94

Dummy for female 0.20 0.40 0.17 0.38

Age 40.39 8.96 38.08 8.33

School years 13.09 3.26 14.01 3.15

Primary school 0.02 0.15 0.01 0.11

Junior high school 0.14 0.35 0.08 0.27

Vocational high school 0.02 0.14 0.01 0.11

High school 0.60 0.49 0.58 0.49

College 0.21 0.41 0.31 0.46

Humanistic ¯eld 0.10 0.30 0.10 0.29

Scienti¯c ¯eld 0.06 0.24 0.06 0.24

Technical ¯eld 0.08 0.28 0.05 0.22

Economic ¯eld 0.53 0.50 0.59 0.49

Law ¯eld 0.07 0.26 0.10 0.30

No specialization 0.15 0.36 0.09 0.29

Dummy for pre-company experience 0.54 0.50 0.48 0.50

Tenure at the bank 16.55 8.90 14.27 8.38

Average hierarchical level 6.40 2.47 6.96 2.78

Local unemployment rate 9.68 5.41 10.50 5.99

Local crime rate 5.33 2.31 5.21 2.30

Local rain precipitation 66.72 16.96 67.08 18.73

Local temperature 14.31 2.47 14.45 2.94

Local hospital beds 6.62 1.27 6.46 1.28

Local doctors 2.12 0.66 2.14 0.71

Statistics for the 53921 employee-year observations used for the full sample analysis and for the 3963

movement episodes used for the movers' sample analysys. The source for the local unemployment rate

is: Istituto Nazionale di Statistica (ISTAT), Le regioni in cifre, various years. The local crime rate

has been constructed by Marselli et al. (1998) from ISTAT, Annuario delle Statistiche Giudiziarie,

various years. The two meteorological variables have been constructed by the Fondazione ENI Enrico

Mattei (FEEM) from ISTAT, Statistiche Meteorologiche, various years and from the U±cio Centrale

di Ecologia Agraria (UCEA) at the Ministero per le Politiche Agricole. The source for the two public

health variables is ISTAT, Statistiche della Sanitµa, various years. The local unemployment rate, crime

rate, rain precipitation and temperature are recorded for each year and each of the 20 administrative

regions. The public health variables are recorded for each year and each of the 91 administrative

provinces. These two latter variables and the number of crimes are measured per 1000 inhabitants. The

rain precipitation is measured as the total yearly quantity in millimeters. The temperature is measured

as the yearly average in degrees Celsius.
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Table XI: Data appendix for the analysis of misconducts: 1975-95

Full sample Movers sample

Variable Mean St. Dev. Mean St. Dev.

Indicator of individual misconsuct 0.01 0.09

Change of individual misconduct 0 0.13

Change of local misconduct 0 0.03

Dummy for female 0.16 0.36 0.15 0.36

Age 37.91 9.96 35.76 8.35

School years 12.72 3.42 13.8 3.12

Primary school 0.05 0.21 0.02 0.13

Junior high school 0.14 0.35 0.08 0.28

Vocational high school 0.02 0.15 0.01 0.11

High school 0.60 0.49 0.61 0.49

College 0.18 0.39 0.28 0.45

Humanistic ¯eld 0.11 0.32 0.11 0.32

Scienti¯c ¯eld 0.06 0.23 0.07 0.25

Technical ¯eld 0.10 0.29 0.06 0.23

Economic ¯eld 0.49 0.50 0.57 0.50

Law ¯eld 0.07 0.26 0.10 0.30

No specialization 0.17 0.38 0.10 0.30

Dummy for pre-company experience 0.56 0.50 0.50 0.50

Tenure at the bank 13.96 9.53 12.06 8.34

Average hierarchical level 5.62 2.46 6.39 2.86

Local unemployment rate 8.42 4.45 8.55 4.83

Local crime rate 4.19 1.51 4.40 1.70

Local rain precipitation 71.7 17.6 70.13 14.88

Local temperature 13.59 1.96 13.51 2.07

Statistics for the 373493 employee-year observations used in the full sample analysis and for the 23110

movement episodes used for the movers' sample analysys. The source for the local unemployment rate

is: Istituto Nazionale di Statistica (ISTAT), Le regioni in cifre, various years. The local crime rate has

been constructed by Marselli et al. (1998) from ISTAT, Annuario delle Statistiche Giudiziarie, various

years. The two meteorological variables have been constructed by the Fondazione ENI Enrico Mattei

(FEEM) from ISTAT, Statistiche Meteorologiche, various years and from the U±cio Centrale di Ecologia

Agraria (UCEA) at the Ministero per le Politiche Agricole. The local unemployment rate, crime rate,

rain precipitation and temperature are recorded for each year and each of the 20 administrative regions.

The number of crimes is measured per 1000 inhabitants. The rain precipitation is measured as the total

yearly quantity in millimeters. The temperature is measured as the yearly average in degrees Celsius.
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Table I: Regional distribution of employment - selected years

Year percent work percent work percent born percent born Total
north south north south

1975 75.22 24.78 68.36 31.64 15045
1979 74.45 25.55 67.08 32.92 17040
1983 73.80 26.20 66.19 33.81 19029
1987 73.16 26.84 66.18 33.82 18553
1991 72.76 27.24 65.72 34.28 18039
1995 71.72 28.28 64.82 35.18 17911
Total 73.51 26.49 66.34 33.66 373493

Only employees born and working in Italy are considered. The north is de¯ned as the geographic

area covered by the following administrative regions: Piemonte, Valle d'Aosta, Liguria, Lom-

bardia, Veneto, Trentino, Friuli, Emilia Romagna, Toscana, Umbria and Marche. The south

includes Lazio, Sardegna, Abruzzi, Molise, Puglie, Basilicata, Campania, Calabria and Sicilia.
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Table II: Distribution of birth origin by region of work

Work north Work south
Born north 0.87 0.08
Born south 0.13 0.92
Total 1.00 1.00

Shares of employees born in each region, for given region of work.
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Table III: Macroeconomic indicators of north{south di®erences

North South
Population (in millions)

1975 36 19
1985 36 20
1995 36 21

Percent migration balance
1975 0.14 -0.26
1985 0.08 -0.15
1995 0.08 -0.15

GDP per capita
1975 100 65
1985 100 60
1995 100 56

Private consumption per capita
1975 100 70
1985 100 71
1995 100 70

Dependent labor income
1975 100 77
1985 100 80
1995 100 87

Percent activity rate
1975 40 33
1985 43 37
1995 43 35

Percent unemployment rate
1975 4.8 8.2
1985 8.6 14.7
1995 7.6 19.2

The source for the ¯rst four variables in the table is the \Data-base on Italian Regions" (version:

September 1998) constructed by the Center for North-South Economic Research (CRENoS) at

the University of Cagliari; see Paci and Saba (1998). The source for the ¯gures on dependent

labor income is the National Income Accounting System; see Istituto Nazionale di Statistica

(ISTAT), Contabilitµa Nazionale, Tomo 3 - Conti Economici Regionali, various years. The

¯gures for the last two variables are constructed from the National Labor Force Statistics; see

ISTAT, Forze di lavoro, various years. The percent migration balance is equal to the di®erence

between immigrants and emigrants divided by the population. Dependent labor income is

de¯ned as the wage bill for non-self-employed workers divided by their number. GDP per

capita, private consumption per capita, and dependent labor income are normalized relative

to the North in each year. In this table, which is constructed from o±cial sources, the region

Lazio is included in the north, while in our analysis it is included in the south (see footnote 4).
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Table IV: Average number of absence episodes by region of work and birth

Work north Work south South - North
Born north 1.90 2.65 0.75

(0.01) (0.10) (0.08)
Born south 1.89 2.93 1.04

(0.04) (0.03) (0.06)
South - North -0.01 0.28

(0.04) (0.12)

Average number of absence episodes for the employee-year observations in each regional cell.

The last column and row report the corresponding di®erences between southern and northern

cells. The ¯gures refer to the period 1993-95. Standard errors are reported in parentheses.
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Table V: Frequency of misconduct episodes by region of work and birth

Work north Work south South - North
Born north 0.007 0.013 0.006

(0.0001) (0.0012) (0.0009)
Born south 0.009 0.015 0.006

(0.0005) (0.0004) (0.0007)
South - North 0.002 0.002

(0.0005) (0.0014)

In each regional cell, the numerator of the frequency is the number of employee-year obser-

vations for which at least one misconduct episode is recorded, while the denominator is the

total number of employee-year observations. The last column and row report the correspond-

ing di®erences between southern and northern cells. The ¯gures refer to the period 1975-95.

Standard errors are reported in parentheses.
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Table VI: Individual Background and Work Environmnent E®ects.

Absenteeism Absenteeism Misconducts Misconducts
Panel A
Born = south 1.39* 1.11* 1.88* 1.33*

(0.02) (0.03) (0.08) (0.08)
Panel B
Work = south 1.50* 1.18* 2.08* 1.51*

(0.03) (0.05) (0.09) (0.12)
Panel C
Born = south; Work = north 1.08* 1.07~ 1.32* 1.32*

(0.03) (0.03) (0.10) (0.10)
Born = north; Work = south 1.39* 1.05 2.02* 1.59*

(0.08) (0.07) (0.26) (0.23)
Born = south; Work = south 1.52* 1.20* 2.19* 1.57*

(0.03) (0.05) (0.10) (0.13)
Individual characteristics yes yes yes yes

Local characteristics no yes no yes

N. obs. 53921 53921 373493 373493

Absenteeism: incidence rate ratios estimated with Poisson regressions in which the dependent

variable is the number of absence episodes for each employee-year observation. Misconducts:

odds ratios estimated with logit models of the probability of misconduct; the dependent vari-

able takes value 1 when at least one misconduct episode is recorded for an employee{year

observation. A ratio greater than 1 indicates that workers in the correspondent regional cell

are more prone to absenteeism than workers in the reference cell, and viceversa. The individual

characteristics are: sex, age, age squared, ¯ve educational degree dummies, six educational ¯eld

dummies, dummy for pre-company experience, tenure, tenure squared, previous rate of promo-

tions, fourteen hierarchical level dummies. The local characteristics are: (a) computed at the

branch level: branch size, fraction of females, average age, average years of education, fraction

of workers with pre-bank experience, fraction of newly arrived workers, fraction of managers,

current and previous rates of promotion for managers and for white collars; (b) computed

at the province level: yearly rain fall, average yearly temperature, unemployment rate, crime

rate, hospital beds per-capita, doctors per-capita (the last two only for absenteeism). We also

include all year dummies. Robust standard errors, adjusted for individual serial correlation,

are reported in parentheses with p < 0:01 = * and with p < 0:05 =~.
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Table VII: Group-interaction e®ect for movers between branches

PANEL A
Local average absenteeism 0.148* 0.181* 0.156*

(0.035) (0.048) (0.055)
N. obs. 3963 3963 3963

PANEL B
Local frequency of misconducts 0.436* 0.435* 0.359*

(0.067) (0.068) (0.069)
N. obs. 23110 23110 23110

Individual characteristics yes yes yes
Local characteristics no yes yes
Local ¯xed e®ects no no yes

This table reports OLS estimates of the parameter ¯ based on equation (6) for the samples of

movers between branches in the period 1993-95 (absenteeism) and in the period 1975-95 (mis-

conducts). The dependent variable (Sit ¡ Sit¡1) is the change in the shirking indicator for a

worker who changes branch between consecutive years. The individual characteristics are: sex,

age, age squared, ¯ve educational degree dummies, six educational ¯eld dummies, dummy for

pre-company experience, tenure, tenure squared, previous rate of promotions, fourteen hierar-

chical level dummies. Time{varying individual characteristics are measured at the time when

the move takes place. The local characteristics are (the ¯rst di®erences of): (a) computed at the

branch level: branch size, fraction of females, average age, average years of education, fraction

of workers with pre-bank experience, fraction of newly arrived workers, fraction of managers,

current and previous rates of promotion for managers and for white collars; (b)computed at

the province level: yearly rain fall, average yearly temperature, unemployment rate, crime rate,

hospital beds per-capita, doctors per-capita (the last two only for absenteeism). For absen-

teeism the local ¯xed e®ects are 91 province dummies. For misconducts they are 442 branch

dummies. We also include year dummies. Robust standard errors are reported in parentheses

with p < 0:01 = *.
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Table VIII: Absenteeism of movers and stayers in the departure region

From south: movers movers stayers
to north to south

Number of absence episodes 1.27 2.12 3.42
Standard error (0.23) (0.08) (0.05)
P-value { 0.0074 0.0000
Number of observations: 76 1089 6732

From north: movers movers stayers
to south to north

Number of absence episodes 1.60 1.54 2.13
Standard error (0.21) (0.04) (0.02)
P-value { 0.7656 0.0033
Number of observations: 112 2686 13549

The columns for \movers" report statistics based on the sub-samples of workers who move

between or within regions in the period 1993-95. The column for \stayers" reports the analogous

statistics for the employees who work in the region that the movers depart from and who never

move. In all cases, the number of absence episodes refers to the year before the movement

takes place. Each P-value refers to the test for the di®erence with respect to the corresponding

entry in the ¯rst column.
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Table IX: Misconducts of movers and stayers in the departure region

From south: movers movers stayers
to north to south

Frequency of misconducts 0.004 0.016 0.014
Standard error (0.003) (0.002) (0.0005)
P-value { 0.0172 0.0324
Number of observations: 670 4257 50989

From north:

movers movers stayers
to south to north

Frequency of misconducts 0.003 0.006 0.008
Standard error (0.002) (0.000) (0.000)
P-value { 0.2771 0.1487
Number of observations: 873 17310 105261

The columns for \movers" report statistics based on the sub-samples of workers who move

between or within regions in the period 1975-95. The column for \stayers" reports the analogous

statistics for the employees who work in the region that the movers depart from and who never

move. In all cases, the frequency of misconducts refers to the year before the movement takes

place. Each P-value refers to the test for the di®erence with respect to the corresponding entry

in the ¯rst column.
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