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ABSTRACT 

The Manipulation of Basel Risk-Weights* 

In this paper, we examine the relationship between banks’ approval for the 
internal ratings-based (IRB) approaches of Basel II and the ratio of risk-
weighted over total assets. Analysing a panel of 115 banks from 21 OECD 
countries that were eventually approved for applying the IRB to their credit 
portfolio, we find that risk-weight density is lower once regulatory approval is 
granted. The effect persists when we control for different loan categories, and 
we provide evidence showing that it cannot be explained by flawed modelling, 
or improved risk-measurement alone. Consistent with theories of risk-weight 
manipulation, we find the decline in risk-weights to be particularly prevalent 
among weakly capitalised banks, when the legal framework for supervision is 
weak, and in countries where supervisors are overseeing many IRB banks. 
We conclude that part of the decline in reported riskiness under the IRB 
results from banks’ strategic risk-modelling. 

JEL Classification: G20, G21 and G28 
Keywords: Basel II, capital regulation and internal ratings-based approach 

Mike Mariathasan 
University of Oxford  
Department of Economics  
Manor Road Building  
Manor Road  
OX1 3UQ  
  
Email: 
mike.mariathasan@economics.ox.ac.uk  
 
For further Discussion Papers by this author see: 
www.cepr.org/pubs/new-dps/dplist.asp?authorid=171527 

Ouarda Merrouche 
The Graduate Institute of International 
and Development Studies  
Rue de Lausanne 132  
P.O. Box 136  
Geneva 21  
SWITZERLAND 
  
Email: ouarda.merrouche@eui.eu  
 
For further Discussion Papers by this author see: 
www.cepr.org/pubs/new-dps/dplist.asp?authorid=157536 



*We are grateful for feedback and helpful comments from Christoph Basten, 
Christoph Bertsch, Elena Carletti, Ralph De Haas, Thomas Gehrig, Tullio 
Jappelli, Nicos Koussis, Christian Laux, Gyöngyi Lóránth, Steven Ongena, 
Marco Pagano, Pascal Paul, Tim Schmidt-Eisenlohr, Joel Shapiro, Philip 
Strahan, Johannes Stroebel, Anjan Thakor, an anonymous referee and 
seminar participants at the Central Bank of Cyprus, University of Oxford, 
Skema Business School Sophia Antipolis, EBRD London, CSEF Naples, Saïd 
Business School, Banque de France, University of Vienna, the Graduate 
Institute Geneva, and the Marie Curie ITN Conference on Financial Risk 
Management & Risk Reporting in Konstanz. An earlier version of this paper 
was circulated under the title “The Manipulation of Basel Risk Weights. 
Evidence from 2007-10.” and published as University of Oxford Working 
Paper Nr. 621. 

Submitted 13 May 2013 

 



1 Introduction

We analyse a cross-sectional panel of 115 banks from 21 OECD countries to better

understand the relationship between the regulatory move from Basel I to Basel II and

changes in the ratio of risk-weighted over total assets.1 Using annual balance sheet

information from Bankscope for the period 2004 to 2010, we examine the role of the

internal ratings-based approach (IRB), in particular, and investigate whether its impact

can be explained by fundamental changes in banks’ portfolios, or whether it is driven

by differences in credit risk-modelling instead. We also test whether there is empirical

support for the view that banks use changes in credit risk-modelling strategically, to

improve their capital adequacy ratio (CAR; the ratio of regulatory capital over risk-

weighted assets).2 We find that reported riskiness declines upon IRB approval, and that

the effect is particularly prevalent among weakly capitalised banks. The latter result,

in particular, is consistent with theoretical work suggesting that the IRB introduces an

opportunity for banks to under-report the riskiness of their portfolio, and that low levels

of capital strengthen the incentives to exploit this opportunity (because they increase

banks’ put option value of limited liability ex ante, while simultaneously decreasing the

regulatory ability to sanction ex post; Blum, 2008). We derive additional support for the

hypothesis of a systematic bias in IRB risk-weights from observing that the decline in

risk-weights is muted when supervisory scrutiny is high, and from showing that reported

riskiness increased prior to bank failure, only if banks had not adopted the IRB; if they

had adopted the IRB, we find no increase, and if banks were also weakly capitalised,
1Throughout the paper we will refer to the ratio of risk-weighted over total assets, either as reported

riskiness (because banks effectively self-report risk-weights under the IRB), as risk-weight density (as
in Le Lesle and Avramova, 2012), or as average risk-weights.

2The Economist (2012), among many others, provides narrative evidence of strategic risk-modelling,
and refers to the capital adequacy ratio (CAR) under the IRB as Do-It-Yourself (DIY) capital.
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reported riskiness actually declined prior to failure. In addition, our evidence shows

that the quality of internal models is not systematically lower among weakly capitalised

banks, and that weakly capitalised banks increase dividend payments relatively more

upon IRB approval. These supplementary findings suggest that the internal models of

weakly capitalised banks are not accidently biased, and that more fragile banks behave

less prudently in general.

Bank capital has long been at the center of microprudential bank regulation and

constitutes the core of the global regulatory standards commonly known as the Basel

standards. It owes its prominence to a consensus among researchers and policymakers

that higher levels of bank capital are associated with improved bank stability, but also

to the duality of the purpose it serves: ex post, equity acts as a buffer against adverse

conditions, protecting banks from defaulting on their payment obligations, while ex

ante it serves to discipline shareholders and managers by having them participate in

the banks’ losses (Perotti et al., 2011). Despite this general consensus, however, much

disagreement about the details of efficient regulation persists in practice. Opinions

differ, in particular, with respect to the correct level of required capital and the val-

uation of banks’ portfolios. While too little capital may lead to excessive risk-taking

and instability, requiring banks to hold too much capital may induce them to curtail

lending and to impose costs on the real economy.3 That the multiplicity of opinions

about efficient capital regulation is shared even by the Basel Committee on Banking

Supervision (BCBS), is reflected in the evolution of its global standards: when the
3The view that high capital levels are costly is not undisputed: Admati et al. (2011) and Admati and

Hellwig (2013), for example, have argued that higher equity levels would not impair banks’ activities
because they would also reduce borrowing costs. In the presence of deposit insurance and taxation-
related advantages for debt over equity, however, the monitoring incentives for depositors and the
effect of equity on borrowing costs remain unclear. We interpret banks’ lobbying for lower capital
requirements as evidence in support of an existing cost advantage of debt over equity, and conduct our
analysis under the premise that banks, on average, prefer high leverage ratios.
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first Basel accords (Basel I) were adopted in 1988, it defined five risk-weight categories

for the banks’ assets and required a CAR of 8% in order for a bank to be classified

as “sufficiently capitalised.”4 Under the second Basel accords (Basel II, published in

2004), instead, the BCBS extended the number of risk-weight categories, and, more

importantly, changed the rules for assigning them to different assets. What mattered

for calculating risk-weights was no longer only the counterparty, but either the asset’s

external credit rating (under the standardised approach, SA), or the banks’ internal

risk models (under the Foundational Internal Ratings-Based approach, F-IRB, or the

Advanced Internal Ratings-Based approach, A-IRB). An important reason for moving

from Basel I to Basel II was to reduce margins for regulatory arbitrage and to improve

efficiency by linking capital charges more directly to banks’ risk-taking. Regulators

also invoked the hope that the process leading up to Basel II would improve banks’

credit risk-modelling and the communication between banks and the supervisory agen-

cies (see Tarullo, 2008). In practice, however, Basel II raised the level of complexity5

and implemented a hybrid regime in which banks are permitted to calculate param-

eters such as a loan’s probability of default (PD), its exposure at default (EAD), or

its loss given default (LGD) with internal models, while the actual capital charges are

calculated by using these values as inputs into a (potentially different) model decided

by the BCBS. The new regulatory framework also failed to account for correlations
4The “Basel accords” are an international set of rules for banking regulation, proposed by the

supranational BCBS at the Bank of International Settlements (BIS) in Basel. The four initial risk
weight categories were 0% (e.g. for cash), 20% (e.g. for assets involving banks located in OECD
countries), 50% (e.g. for loans secured by mortgages secured by residential property) and 100% (e.g. for
personal consumer loans). In addition, there was also an option for a charge of 10% that the national
supervisor could assign to claims on domestic public sector entities. The percentages correspond
to the weights that the corresponding assets were assigned in the calculation of the banks’ RWAs,
implying that higher risk-weights (i.e. riskier assets) correspond to higher capital requirements. The
8% requirement refers to the CAR that was required from banks. For more detail, see the homepage
of the BCBS: http://www.bis.org/bcbs/index.htm.

5Haldane (2011) speaks of about 200,000 effective risk categories under the Basel II regime.
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(e.g. between mortgage assets and derivatives) and relied on short time series; it ne-

glected endogeneities, and lead some commentators to conclude that risk calibrations

under the Basel II regime caused excessive indebtedness and maturity transformation,

in particular among those banks that are operating under the IRB (Hellwig, 2010).

These shortcomings “were beginning to become apparent to the members of the BCBS

well before the start of the global financial crisis” (Larson, 2011, p. 23), but it was,

of course, the crisis itself that eventually provided incontestable evidence of their in-

efficacy. Since then, the task for regulators and researchers alike has been to analyse

precisely why and how capital regulation failed, and to devise new rules for the global

financial system. Whilst the former have effectively opted for augmenting the existing

framework with “more of the same - and better” (Haldane, 2011, p. 2) under the Basel

III accords (released in September 2010), the latter have only just begun to study the

role of bank capital and risk-weights in the run-up to and during the events of 2007-10.

In this paper, we contribute to these efforts by bringing new evidence to bear and by

highlighting some of the obfuscating forces that were introduced via the IRB.

2 Related literature

A number of recent reports and academic papers suggests that the risk-sensitivity of

Basel II risk-weights is limited. First, BCBS (2009) reports that some banks may

succeed in appearing strongly capitalised according to their regulatory capital, while

de facto holding only low levels of high quality capital (e.g. of tangible common eq-

uity). BCBS (2013), instead, finds that heterogeneity across banks’ modelling choices

is an important determinant of risk-weights for market risk. Similarly, the Financial

Services Authority (2010) finds a wide range of implied capital requirements when it
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asks different banks to assess a common portfolio based on their internal models. In

addition to variations across banks, Samuels et al. (2012) report within bank varia-

tions of up to 20% (year on year) for risk-weighted assets (RWAs) of the same credit

risk bucket. Finally, EBA (2013) analyzes a cross sectional sample of large banks and

finds that risk-weights are driven by both, fundamental and non-fundamental factors.

We confirm these results in our panel and provide evidence suggesting that strategic

risk-modelling (as discussed, for example, in The Economist, 2012) could be one of the

non-fundamental components. Le Lesle and Avramova (2012) provide further evidence

of heterogeneity with respect to the calculation of risk-weights, both across and within

regulatory regimes. They discuss the possible driving forces behind this variation -

the banks’ business models, the quality of their portfolios but also institutional, ac-

counting and regulatory parameters - and document decreasing risk-weights over time;

specifically among European banks who were allowed more flexibility than most of the

banks under US regulation. While they repeatedly refer to the possibility that “[b]anks

may ’game’ the system by underestimating risks to optimize their capital beyond what

prudence requires” (p. 7) their small sample size (55 banks) does not allow them to

investigate the issue further. Using a larger sample and focusing on the effect of IRB

approval, we are able to provide evidence showing that banks did indeed make strate-

gic use of methodological changes. Providing additional support for the hypothesis of

limited risk-sensitivity of risk-weights, Vallascas and Hagendorff (2013) test whether

market measures of portfolio risk can explain movements in RWAs and conclude that

this is not the case; their point estimate of the overall effect of IRB adoption, instead,

is very similar to our findings.

More generally, our work is also related to the literature showing that banks exploit

regulatory ambiguities. Acharya et al. (2012), for instance, find evidence that guaran-
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tees were structured so as to reduce regulatory capital requirements. Like us, they find

these tendencies to be stronger for banks with lower levels of capital. Black and Stra-

han (2002) also provide evidence consistent with our results, when they identify more

risky investment behaviour among more weakly capitalised banks. On the other hand,

Huizinga and Laeven (2012) offer insights into the (ab)use of discretionary accounting

practices when they show that banks tend to overvalue real estate-related assets such

as mortgage-backed securities. Their results differ from ours in that they suggest that

even unweighted leverage ratios may offer “a distorted view of the financial health of

the banks” (Huizinga and Laeven (2012), p. 614).

Finally, there are also a couple of theoretical papers that can assist our empirical ef-

forts: Calem and Rob (1999) explain the emergence of a U-shaped relationship between

capital and risk-taking as the consequence of a trade-off between the option value of

deposit insurance, and the expected return on risky investment. Similarly to Furlong

and Keeley (1989), or Keeley and Furlong (1990), they show that weakly capitalised

banks have strong incentives to invest in risky assets. Because riskier assets imply

higher capital charges, one may suspect that these banks also have stronger incentives

to use internal models strategically. Blum (2008), on the other hand, proposes a simple

model of banks’ incentives under the IRB, and addresses the issue of manipulation ex-

plicitly. We use his model to structure our analysis, and are able to verify its empirical

predictions. We confirm, more specifically, that more supervisory scrutiny reduces risk-

weight manipulation and that reported portfolio risk is lower, when banks are weakly

capitalised.
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3 Setup

3.1 Sample

We analyse a sample of 115 banks from 21 OECD countries, which were approved for

adopting the F-IRB or the A-IRB approach during 2007-10 (see Figure 1). We collected

IRB approval dates from the banks’ annual and Pillar 3 reports, or directly from the

supervisory agencies, and combined the information with annual and consolidated bal-

ance sheet data from Bureau van Dijk’s Bankscope database. Most banks in our sample

were approved for using the IRB approach for credit risk (not for market or operational

risk), and their loan portfolios account for 77% of the balance sheet on average. We

consider balance sheet information for the years 2004 to 2010, but because banks do not

report all relevant variables during every single year, our effective sample size ranges

from 148 to 597 observations.

3.2 Model

Throughout the paper, we estimate fixed effects models and report standard errors

clustered at the country level. The model selection relies on Monte Carlo studies,

identifying it as the recommended option for small cross-sectional samples with a short

time dimension (Petersen, 2009; Clark and Linzer, 2013), but our results are robust to

estimating random effects models, and to not clustering the standard errors.

In the benchmark case, the dependent variable is the ratio of risk-weighted over

total assets,
(
RWA
TA

)
i,t
. As control variables, Xi,t, we typically include bank and year

fixed effects, as well as the natural logarithm of the banks’ balance sheet, as a measure

of bank size, and GDP growth to account for changing economic conditions in the

banks’ home countries. Other control variables that we include in different combinations
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capture additional bank and country characteristics (see Table 1 for summary statistics

and Table 2 for correlations); we discuss these variables along with the corresponding

regressions in the subsequent sections. The main explanatory variable in the benchmark

setup is the IRB approval dummy, 1IRB
i,t ; it is equal to one from the year of a banks’

IRB approval onwards, and zero otherwise.

Denoting the error term by ui,t, our benchmark model is then given by equation (1).

(
RWA

TA

)
i,t

= α + β · 1IRB
i,t + ζ ′Xi,t + ui,t (1)

To understand how different bank and country characteristics affect the role of IRB

adoption, we also include interaction variables, Ii,t, capturing, for example, the level of

banks’ capitalisation, measures of a country’s supervisory strength, or characteristics

of the IRB approval. In these cases, the model becomes:

(
RWA

TA

)
i,t

= α + β · 1IRB
i,t + γ′Ii,t + δ′

(
1IRB
i,t · Ii,t

)
+ ζ ′Xi,t + ui,t (2)

In cases where the interaction variable is not time-varying, the fixed effects pick up

the independent effect on the dependent variable, so that we have γ = 0 in equation

(2). In addition, we also estimate our models with variations of the dependent variable.

This is done not only for robustness, but also to analyse how indicators of the banks’

actual behaviour compare to their reported risk-taking under the IRB. Variations of the

left hand side variables include, for example, a measure of what the European Banking

Authority (EBA) calls the global charge,6 the ratios of impaired loans over total assets

(to asses the quality of banks’ credit risk models), dividends over total assets, and the
6The ratio of risk-weighted assets plus expected losses over total assets. The reason for considering

the global charge, is that internal models are also used to calculate banks’ expected losses. As we do
not observe expected losses explicitly, however, we use loan loss provisions as an approximate measure.
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growth rate of gross loans. Furthermore, we also consider the effect of IRB adoption on

actual capitalisation, to test whether internal models command lower levels of equity, as

well as the reported riskiness of banks that failed during 2007-10, to contrast reported

with ex post risk.

As an additional robustness check, we also estimate our model at the country level,

defining the dependent variable as the average difference in the ratio of risk-weighted

over total assets, between banks that adopted one of the two IRB approaches after

2007 and banks that remained under the SA (Delta; see Figure 2). The IRB adoption

variable, in this setup, is a dummy variable equal to one from the year the law set as

deadline for the first approval of the IRB approach. Instead of bank fixed effects, we

include country fixed effects. The advantage of this alternative specification is that it

allows us to better control for country specific factors that may affect banks’ risk-taking

behaviour (e.g. institutions).

4 IRB approval and reported riskiness

4.1 Benchmark

Table 3 provides the results of our benchmark specification. In columns (1), and (3)

to (5), the dependent variable is the ratio of risk-weighted over total assets. In column

(2), instead, it is equal to our measure of the global charge. In columns (6) and (7), we

move to the aforementioned country-level specification, using Delta as the dependent

variable.

Column (1) corresponds to the model in equation (1). We control for gross loans, to

capture changes in the asset structure, and for bank size, as a central bank characteris-
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tic.7 We also control for GDP growth and for year fixed effects, to capture movements

in risk-weights over the business cycle. The estimates show that banks’ reported riski-

ness decreases by 0.029 upon adoption of the IRB. For the average bank in our sample,

this is equivalent to an increase in the CAR of 64 basis points.8 Considering that much

of the regulatory debate around Basel III concerned changing the capital requirement

by about two percentage points, this is economically sizeable. The significant negative

effect, as well as the size of the coefficient is robust to looking at the global charge

(column 2), and to controlling for the cost of debt (i.e. the opportunity cost of equity)

and the government’s ability to bail banks out (the ratio of public debt over GDP, col-

umn 3).9 Additional confidence in our setup, can also be derived from the observation

that the size of the coefficient on IRB adoption is of the same magnitude as the effect

reported in Vallascas and Hagendorff (2013).

In column (4), we interact IRB adoption with a dummy variable that is equal to

one for every bank that was approved for the A-IRB. While the F-IRB provides banks

with the option to calculate the PD for a given loan, using their internal credit risk

models, the A-IRB extends this option to the calculation of maturities, the LGD, and

the EAD.10 If the use of internal models allows banks to under-report the riskiness of
7Gross loans are a fairly rough measure of changes in the asset structure. We will thus also control

for changes in the structure of the loan portfolio later on. Since this implies a significantly reduced
sample size, however, we chose to only control for gross loans in the benchmark setup.

8The capital adequacy ratio is defined as the ratio of capital over risk-weighted assets. IRB adoption
changes reported riskiness from a sample average of 0.515 (see Table 1) to 0.486; multiplied by the
average balance sheet size of our sample (US$ 4.52 ·108), this corresponds to a change in risk-weighted
assets from US$ 232.780.000 to US$ 219.536.400. With average regulatory capital equal to US$ 2.46 ·
107, we therefore arrive at a change in the CAR from 10.57% (without IRB approval) to 11.21% (with
IRB approval).

9In Mariathasan and Merrouche (2012), we show that the level of public debt over GDP is an
important determinant of banks’ bailout probabilities. We have also included banks’ non-interest
income and measures of bank profitability in unreported regressions and found the effect to be robust.

10Depending on the discretion of the national regulator, maturities can in some cases also be calcu-
lated under the F-IRB.
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their portfolio, one may suspect that under-reporting is stronger when the approval

is more permissive, i.e. when banks are approved for the A-IRB. In contrast to this

intuition, however, the results in column (4) suggest that approval for the A-IRB does

not change the effect on reported riskiness relative to approval for the F-IRB. While

this could indicate that the crucial effect derives from the banks’ option to calculate

the PD, and that other parameters are not as relevant, it should also be noted that

only relatively small fractions of the portfolios in our sample are approved for applying

the A-IRB. In column (5), we therefore also interact IRB adoption with a dummy

variable for low IRB coverage, that is equal to one for every bank that has less than

80% of its portfolio approved for either of the IRB approaches. Intuition suggests

that the drop in reported riskiness should be stronger if the IRB is applied to a larger

fraction of the portfolio; interacting IRB adoption with the degree of coverage, however,

turns out to be insignificant (although the coefficient on IRB adoption is larger than

in previous specifications). While this would suggest that the degree of coverage is

not of primary relevance, relatively little variation in coverage means that the result

should not be overemphasized. Despite these shortcomings, columns (4) and (5) serve

as additional robustness checks for the negative relationship between IRB adoption and

average risk-weights. Columns (6) and (7), finally, report results for the aforementioned

country-level specification. They show that the significantly negative link between IRB

adoption and reported riskiness persists, also when we control for country fixed effects.

The result that IRB adoption is associated with lower average risk-weights is not

necessarily surprising. Much of the banks’ lobbying prior to Basel II was, in fact, aimed

at reducing capital charges, and the BCBS itself has proclaimed that lower capital

requirements were amongst the goals of the IRB.11 What remains to be identified,
11Note however, that according to some of the first consultative papers preparing the Basel II
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however, are the mechanisms by which the IRB enables lower average risk-weights. We

distinguish between four alternatives:

1. Portfolio re-allocation. If the IRB assigns low risk-weights to certain groups of

assets (e.g. highly rated government bonds), it provides incentives for banks to

shift resources from assets with high capital charges to assets that require less

equity funding. For a given balance sheet size, such re-allocation would imply

lower risk-weighted assets, and thus lower reported riskiness.

2. Improved risk-measurement. Because risk categories under Basel I were coarse, it

is conceivable that the corresponding capital charges were too demanding, and

that more precise risk-measurement could reduce them. Considering, for example,

that consumer loans were previously assigned a risk-weight of 100%, the lower

risk-weight density under the IRB may result from the fact that internal models

identify some consumer loans as safer than others.

3. Faulty risk-modelling. The crisis of 2007-10 has revealed that many financial mod-

els were flawed in their assumptions, particularly regarding risk. If the banks’

internal models rely on these flawed assumptions as well, they simply underesti-

mate credit risk systematically. In this case, the assigned capital charges would

also be lower than under Basel I.

4. Risk-weight manipulation. The internal models that the banks use are sophisti-

cated and complex, and therefore very difficult to supervise. In addition, there is

also often too little data to conduct meaningful tests of the models’ assumptions.

In particular when they are used to assess novel products. It follows, that much

framework, capital charges would have increased. For more detail on the regulatory process, and the
influence of the banking lobby, see Tarullo (2008), or Gehrig (forthcoming).
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of the risk-weight calculation is left to the discretion of the banker. Under the

assumption that equity is costly, this introduces incentives to use this discretion

in the bank’s favour, i.e. to choose modelling assumptions strategically and to

calculate regulatory capital requirements down. In this case, the observation that

reported riskiness declined upon IRB adoption would be the result of the banks’

efforts to minimize capital charges for a given credit risk.

Although all of the four channels could potentially account for the observed reduction

in reported riskiness, their respective policy implications are very different. The re-

allocation of resources towards safer assets and better risk-measurement, for instance,

are desirable and worth promoting. Faulty risk-modelling, instead, is undesirable but

largely escapes the influence of the policymaker (except, maybe, via public investment

in financial research). Risk-weight manipulation, however, is not only undesirable, but

also falls within the supervisor’s core responsibilities. If regulatory capital charges do

indeed depend on banks’ profit considerations, this raises important doubts about the

ability of the Basel standards to curtail excessive risk-taking, and thus to promote

financial stability. Our aim, in the remainder of the paper, is therefore to distinguish

between the different channels, and more specifically to determine whether the data

supports the manipulation-hypothesis. Because we cannot observe or measure banks’

motives directly, our strategy is to rely on indirect inference, and to test the empirical

implications of the four different channels. To this end, we will focus on the following

predictions:

1. If the decline in risk-weights can be explained by a re-allocation of resources

towards safer loans, the effect should disappear when we substitute aggregate

lending for disaggregated loan categories in our benchmark model.
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2. If capital charges were too high under Basel I, the IRB should allow banks to

reduce equity without becoming significantly more fragile.

3. If lower reported riskiness results from using internal models that systematically

underestimate credit risk, we should observe banks that use these models to un-

derestimate their loan applicants’ credit risk more frequently as well. This should

result in a higher fraction of impaired loans.

4. If the decline in average risk-weights is the result of strategic modelling, we should

expect it to be muted in environments where supervisory scrutiny is high. Accord-

ing to Blum (2008), we should also expect to observe more manipulation when

the put option value of limited liability is higher, i.e. when banks are more weakly

capitalised.

The evidence we present in the subsequent sections shows that the reduction in average

risk-weights is likely to be driven by more than one of these channels; we also show,

however, that the only explanation that is consistently supported by the evidence, is

the one of intentional misreporting.

4.2 Loan categories and bank capitalisation

In this section, we address the first potential explanation for the decline in average

risk-weights: namely, that banks re-allocated their resources towards safer loans. The

benchmark results in Table 3 are conditional on controlling for changes in gross loans, i.e.

for the flow of resources into and out of the loan portfolio, but they do not account for

variation across different loan categories within the portfolio. To capture this variation

as well, we substitute gross loans for measures of corporate loans, residential loans,

and liquid assets in Table 4. Ideally we would like to control for even more asset and
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loan categories, but because only very few banks report disaggregated lending data in

Bankscope, including the aforementioned three already reduces our sample to 148 bank-

year observations. Column (1) of Table 4 is based on a version of the model in equation

(1), where we have added the three available asset categories as additional controls.

We find, that the coefficient on IRB adoption becomes statistically insignificant, which

would be consistent with the hypothesis that resource re-allocation can explain the

decline in reported riskiness. Given that none of the loan categories turns out to be

significant either, and keeping the small sample size in mind, however, it seems advisable

not to overemphasize this observation. In fact, if we eliminate the time fixed effects

from the regression, the coefficient on IRB adoption re-emerges as significant, even if

disaggregated loan categories are accounted for (column 2); this is consistent with the

explanation that there is too little variation in IRB adoption within the severely reduced

sample.

Because it has been suggested that incentives to under-report portfolio risk are

particularly strong among weakly capitalised banks, we proceed to test whether the

capitalisation of banks affects the coefficient on IRB adoption in columns (3) to (7). In

columns (3) to (5) the sample is split using two interaction variables: a dummy variable

equal to one if the ratio of Tier 1 capital over total assets is below the sample mean

plus one standard deviation (Low capital 75), and a dummy variable that is equal to

one if the Tier 1 capital ratio is above that threshold (High capital 75). In columns (6)

and (7), instead, we include only the dummy variable for low capitalisation; given that

the variable is time-varying, we also add the dummy itself as an additional control. In

columns (3) to (5) the coefficient on IRB* Low capital (75) captures the link between

IRB approval and reported riskiness for weakly capitalised banks, while the same co-

efficient captures the effect relative to better capitalised banks in columns (6) and (7).
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Across the different specifications, we find that strongly and weakly capitalised banks

respond differently to being approved for the IRB, and more specifically that weakly

capitalised banks report significantly lower riskiness - even controlling for disaggregate

loan categories. The result is robust to controlling for the cost of debt and the fiscal

position of the government.

Since the observation that weakly capitalised banks reduce their reported riskiness

in response to being approved for the IRB (relative to better capitalised banks, or even

in absolute terms), is consistent with the available theory on risk-weight manipulation,

we explore the robustness of this result further in Table 5. To make use of the larger

sample size, we return to the specification without individual loan categories and explore

robustness with respect to the level of Tier 1 capital that we require to classify a

bank as strongly capitalised (by defining high and low capitalisation relative to the

sample mean); we also add a control variable capturing a country specific effect of

the financial crisis (Country*Crisis FE). Across specifications, the result that weakly

capitalised banks reduce reported riskiness relative to better capitalised banks (and,

in fact, in absolute terms) holds. We also interact the capitalisation dummy with the

A-IRB and the coverage dummy that we used in our benchmark specification, and find

their insignificance confirmed. The only exception is the result in column (8), where it

appears to be the case that weakly capitalised banks with a low coverage ratio report

higher riskiness than weakly capitalised banks on average; the coefficient is significant at

the 10% level and its positive sign is consistent with the intuition that higher coverage

should amplify the effect of IRB adoption.

We conclude that the statistically and economically significant negative relationship

between IRB approval and reported riskiness persists in the subsample of weakly capi-

talised banks - just as the theory on risk-weight manipulation would suggest - and that
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it is robust to controlling for disaggregate loan categories.

4.3 Ex post riskiness

If the decline in average risk-weights cannot (entirely) be explained by a shift towards

safer assets, three alternative explanations remain. In this section, we focus on the

possibility that capital charges under Basel I were too high, and that the IRB allowed

banks to correct this excessive charge. If this was the case, we should observe two

things. Firstly, that those banks that report lower riskiness increase leverage upon

being approved for the IRB, and secondly, that reducing capital does not significantly

impair bank stability.

To see whether these predictions are consistent with the evidence, we repeat our

benchmark regressions in Table 6, using the ratio of common equity over total assets

and the ratio of total regulatory capital (Tier 1 and Tier 2) over total assets as dependent

variables.12 The first observation to make, is that for the average bank in our sample,

capital levels seem not to have responded to IRB adoption (column 1). If we split

the sample according to the banks’ capitalisation, however, we find that capital levels

have actually increased for well capitalised banks, while they have decreased for weakly

capitalised banks. This is consistent with the idea of a more refined risk-assessment

under Basel II. For instance, if the internal models determine that credit risk is higher

(lower) than implied by Basel I, banks should be expected to increase (decrease) capital

accordingly. In particular for those banks that reduced capital, however, it is important

to establish whether reported riskiness corresponds to actual risk, or - if not - whether
12Since the Low capital dummy variable is defined based on the ratio of Tier 1 capital over total

assets, we do not consider this ratio as a dependent variable. The correlation of Low capital with CE
is -0.5832, with the ratio of total regulatory capital over total assets it is -0.6232, and with the ratio
of Tier 1 capital over total assets it is -0.7428.
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the bias is intentional or the result of an honest mistake.

We postpone the latter question to the subsequent section and focus the link between

actual (ex post) risk and self-reported riskiness under the IRB for now. Motivated by

Figure 3, we interact IRB adoption with dummy variables that are equal to one if the

bank was resolved during 2007-10, but the resolution had not yet taken place (Pre

resolution), or if the bank was resolved during 2007-10, and the resolution had already

taken place (Post resolution). Banks are defined as resolved if they were either publicly

recapitalised, forced into a merger, nationalised or bankrupt.13 As before, we also

distinguish between strongly and weakly capitalised banks. The corresponding results

in Table 7 show, that reported riskiness increases prior to a bank’s failure (as one would

expect for a bank so fragile that it had to be resolved later on), but also that the effect

is muted for resolved banks that had already adopted the IRB, and that it is, in fact,

inverted for weakly capitalised banks that had adopted the IRB. In other words, and

consistent with Figures 3 and 4, we find that reported riskiness did not increase for

banks that were resolved and had adopted the IRB, whereas it actually decreased for

weakly capitalised banks that were resolved and had adopted the IRB. This suggests

that reported riskiness does not necessarily reflect actual riskiness, and that capital

was actually reduced by too much from an ex post perspective. One may therefore

conjecture that weaker banks intentionally misreported risk in order to disguise their

fragility vis-à-vis its supervisor and other market participants. This conjecture points

us to the final two explanations for the decline in average reported riskiness, and to the

question of whether the insufficient capitalisation can be attributed to honest modelling

mistakes, or to misconduct along the lines suggested in Blum (2008) or The Economist
13The resolution variable is based on data we have collected and reported in Mariathasan and

Merrouche (2012).
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(2012).

4.4 Modelling mistake vs. strategic modelling

Distinguishing between the two remaining explanations for the decline in reported risk-

iness requires us to determine whether the banks’ models were flawed, i.e. unknowingly

reliant on wrong assumptions, or whether they were designed deliberately, to reduce

capital charges. To separate one explanation from the other, we first account for differ-

ent measures of supervisory scrutiny: if banks use their options for modelling credit risk

opportunistically indeed, we should expect closer supervision to curtail this behaviour,

i.e. to imply a more muted response to IRB adoption. If the decline in average risk-

weights results from flawed modelling assumptions, instead, it is unlikely that the effect

of IRB adoption is affected by the degree of supervision.14 In a second step, we also

provide more general evidence on the behaviour of weakly capitalised banks, and show

that their internal models appear to outperform the models of the better capitalised

banks.

We use three different measures to account for the degree of supervisory scrutiny:

an index for the strength of external audit, the number of supervisors per bank, and the

number of IRB banks in the banks’ host countries. The first two are variables provided

in the World Bank’s Bank Regulation and Supervision Survey, and we construct two

separate variables from our sample to generate the third: the cumulative sum of the

number of banks that were approved for the IRB in a given country (Cum. sum of IRB

banks; time-varying) and the maximum number of IRB banks in a given country (Nr. of
14One could imagine that enhanced supervision improves a bank’s internal model, e.g. because

it involves additional testing. Since internal models are typically bank specific, however, this would
require assuming that the (external) supervisor has skills or information regarding the bank’s risk-
taking that are superior to the skills and the information available to the bank. In our opinion, this is
unlikely to be the case.
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IRB banks; constant). The intuition for the latter variables results from conversations

with regulators and relies on the assumption that supervisors are challenged more if

the banking sector they are regulating is characterised by a larger number of complex

institutions (that have more, and more complex external linkages and dependencies).

The strength of external audit-index, instead, relies on the answers to the following

questions: 1) Is an external audit required?; 2) Are auditors licensed or certified?; 3)

Do supervisors receive a copy of the auditor’s report?; 4) Can supervisors meet with

auditors without prior approval by the bank?; 5) Are auditors legally required to report

bank misconduct to supervisors?; 6) Can supervisors take legal action against external

auditors?; 7) Are specific requirements for the extent or nature of the audit spelled

out? Variation across countries is largest for the last three questions, i.e. precisely

for those questions that address the legal responsibility of the external auditor, and

the nature of the actual auditing exercise. The corresponding results in Table 8 are

based on our benchmark specification; to account for the fact that our sample spans

the financial crisis, and to capture the possibility that different countries were affected

differently by the global events, we add an interaction variable between a country

specific dummy and a variable for the financial crisis that is equal to one from 2008

onwards. All estimates are consistent with the hypothesis that banks under-report

credit risk intentionally, and that stronger supervision reduces their incentives, or their

ability, to do so: stronger external audit mutes the decline in reported riskiness, and

reported riskiness is particularly low if the supervisor is responsible for a large number

of IRB banks, independent of the measure we use. In Table 9, we also look at the effect

of supervisory scrutiny at the country level, using Delta as the alternative dependent

variable, IRB Law as the country-level variable for IRB adoption, and controlling for

country fixed effects. The results are identical: the effect on Delta is less pronounced
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when external audit is more thorough, whereas it is more pronounced in countries with

a larger number of IRB banks.

Alternatively, one can also approach the task of distinguishing between flawed mod-

els and intentionally miscalculated risk from a different angle, and test whether those

banks that report lower credit risk also make lower quality loans. If this were the case,

it would be consistent with the view that these banks rely on models that underesti-

mate credit risk systematically. We test the corresponding hypothesis by examining

the effect on impaired loans, in columns (1), (2), and (7) of Table 10. Distinguishing

between weakly and strongly capitalised banks, allows us to shows that impaired loans

are higher among well-capitalised banks that receive IRB approval, while they do not

seem to respond in the case of weakly capitalised banks; if anything, it seems to be

the case that impaired loans decrease upon IRB approval in the subsample of weakly

capitalised banks (column 7). This suggests that the models of weakly capitalised

banks are actually more successful at identifying credit risk than the models of better

capitalised banks; this is in contrast to the hypothesis that the decline in reported risk-

iness is due to modelling mistakes and provides additional evidence in support of the

manipulation-hypothesis.

There is, however, also an alternative interpretation of the evidence in Table 10,

suggesting that weakly capitalised banks are simply less likely to classify a weakly per-

forming loan as an impaired loan (see Huizinga and Laeven, 2012 for evidence consistent

with this interpretation). In this case, our findings would not be conclusive about the

quality of the models these banks use; they would, however, be indicative of a more

general, behavioural, point: namely that weakly capitalised banks are more likely to

behave fraudulently, and thus to engage in regulatory arbitrage. Columns (3) to (6),

and (8) of Table 10, where we exchange the dependent variable for the growth rate of
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gross loans and the ratio of dividend payments over total assets, explore this hypothesis

further. Across models, we find that better capitalised banks behave more prudently af-

ter receiving IRB approval (they make fewer new loans and lower dividend payments),

while weakly capitalised institutions appear to move in the opposite direction: they

reduce their lending by less and they actually increase dividend payments relative to

their balance sheet size. To the extent that we can infer behavioural information from

these results, they also confirm the hypothesis that weakly capitalised banks would be

more likely to engage in regulatory arbitrage.

Given that we do not observe the motivation for banks’ choices directly, we rely on

indirect inference to distinguish between modelling mistakes and strategic misreporting

of credit risk. We find that closer supervision mutes the negative relationship between

IRB adoption and reported riskiness, and that banks that report lower risk-weights do

not systematically underestimate credit risk. In addition, our results are also consistent

with the existing empirical literature in that they identify weakly capitalised banks as

more opportunistic. While our evidence does not allow us to eliminate any of the four

potential explanations completely, the hypothesis of strategic risk-modelling is the only

one that can explain all of our results. We therefore conclude that the evidence supports

Blum’s hypothesis of risk-weight manipulation under Basel II’s IRB, and that the banks’

profit maximizing motive is likely to be among the non-fundamental determinants of

risk-weights identified in EBA (2013).

4.5 Robustness

Our empirical strategy requires us to comment on a number of potential concerns. The

most important one is endogeneity, and more specifically, the question of whether (and
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how) it matters that we study only banks that adopt the IRB eventually, as well as the

potential simultaneity of the IRB approval variable. Put differently, we need to discuss

whether banks that are more likely to be approved for the IRB are also banks for which

the IRB is more (or less) likely to have an effect on risk-weight density, and whether

the ratio of risk-weighted over total assets could potentially affect IRB approval.

We address the first concern, using the two-step estimation procedure proposed in

Heckman (1976); that is, we first estimate a selection model for a sample of banks

that also includes non-IRB adopters. This allows us to calculate probabilities of IRB

adoption, and thereby the inverse Mills ratio. In a second step, we then re-estimate our

previous regressions including the inverse Mills ratio as an additional regressor. The

corresponding robustness results for our main findings are presented in columns (1) to

(6) of Table 11. Given that the point estimates are now slightly smaller than before, one

may suspect that there is some selection bias in our benchmark estimates, but given that

the difference in coefficients is not significant, and considering that the Mills ratio is only

significant in the regression on common equity, we conclude that our findings are not

importantly affected by sample selection bias. In columns (7) and (8) we also address

the issue of simultaneity by instrumenting our IRB approval variable by IRB adoption

at the country level (IRB Law) and the interaction between IRB Law and a large bank

dummy (equal to one if a bank’s balance sheet size exceeds US$ 50 billion). The idea is

that, while a single bank’s risk-weight density may be relevant for its own IRB approval,

it is less likely to determine its host country’s first IRB approval. The fact that the

point estimates are slightly larger than before might suggest that a higher risk-weight

density makes IRB approval more likely indeed, and that there is some simultaneity

bias in our benchmark estimates; given that the differences between the coefficients are

statistically insignificant, however, we can conclude that simultaneity bias is unlikely
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to affect our results importantly. In other words, our findings appear to be robust to

sample selection and simultaneity bias, both qualitatively and quantitatively.

5 Conclusion

We have shown that, weakly capitalised banks in particular, report lower average risk-

weights when they are approved for either of Basel II’s IRB approaches. We have

also shown that the decline in risk-weights is inconsistent with the banks’ ex post

riskiness, unlikely to be explained by systematically flawed models of credit risk, and

present even when we control for disaggregated loan categories. We have supplemented

our findings with results showing that weakly capitalised banks are more likely to

engage in regulatory arbitrage, and we have found the decline in reported riskiness

to be muted when regulatory supervision is more thorough. Our evidence therefore

supports narratives arguing that the IRB enables banks to under-report regulatory

risk-weights, and the theory of risk-weight manipulation provided in Blum (2008).

In addition, our analysis also offers several lessons for banking regulators: first,

it emphasises the value of simple and transparent rules. While a more complex risk-

assignment may be more efficient in theory, practical issues with the implementation

must also be taken into consideration. Second, our findings regarding the role of external

auditing suggests, that a simple way of improving the traction of the IRB may be to

emphasise the legal responsibility of the auditors; if they are legally required to report

misconduct to the regulatory agency, for example, this seems to decrease the degree of

misreporting significantly. Third, our evidence suggests that, while aiming to correct a

valid concern, the IRB’s scaling factor in the formula for risk-weights could be improved,

for example by making it dependent on the banks’ leverage ratios. Finally, our analysis
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suggests that the simple leverage constraint, imposed under Basel III, has been a step in

the right direction, as it limits the degree of misconduct that banks are able to engage

in. We also conclude, however, that more research into the consequences of a systematic

bias in Basel risk-weights is advisable, and that the IRB approach may need a more

fundamental revision in the future.
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Table 1: Descriptive statistics
The sample covers annual observations for 115 IRB banks and 21 OECD countries over the period
2004-10. Delta is the average difference in the ratio of risk-weighted over total assets, between banks
that adopt the IRB from 2007 and banks that remain under the standard approach (see Figure 2);
Cum. sum of IRB banks is the cumulative sum of IRB banks in a given country (time varying), Nr.
of IRB banks is the maximum number of IRB banks in a given country (time invariant). The
strength of external audit index adds one for an affirmative answer to each of the following questions:
1) Is an external audit required?; 2) Are auditors licensed or certified?; 3) Do supervisors receive a
copy of the auditor’s report?; 4) Can supervisors meet with auditors without prior approval by the
bank?; 5) Are auditors legally required to report bank misconduct to supervisors?; 6) Can
supervisors take legal action against external auditors?; 7) Are specific requirements for the extent or
nature of the audit spelled out?
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Table 2: Correlation matrix for selected control variables.
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Table 3: Benchmark
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. The dependent variable is the ratio of risk-weighted over total assets, or
the global charge (the ratio of risk-weighted assets plus expected losses, proxied by loan loss provisions,
over total assets). In columns (6) and (7), the dependent variable is equal to Delta, i.e. the average
difference in the ratio of risk-weighted over total assets, between banks that adopt the IRB from 2007
and banks that remain under the standard approach (see Figure 2). In columns (1) to (5), IRB is
a dummy variable that is equal to one from the year a bank implements the IRB approach (after
receiving approval from the regulator) and zero otherwise; in columns (6) and (7), IRB is the a dummy
equal to one from the year the law sets as deadline for the first approval of the IRB approach by
the regulator (also IRB Law in Table 9). AIRB is a dummy variable equal to one if the bank was
approved for the advanced IRB approach on some or all of its assets (typically only for a small fraction
of assets). Low coverage is equal to one if the IRB approach is applied to less than 80% of the assets
in the portfolio (the sample average is 77%). Standard errors are clustered at the country level; ***
p < 0.01, ** p < 0.05, * p < 0.1.
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Table 4: Loan categories
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. The dependent variable is the ratio of risk-weighted over total assets, or
the global charge (the ratio of risk-weighted assets plus expected losses, proxied by loan loss provisions,
over total assets). IRB is a dummy variable that is equal to one from the year a bank implements the
IRB approach (after receiving approval from the regulator) and zero otherwise. High capital (75) is a
dummy variable equal to one if the ratio of Tier 1 capital to total assets of a bank is above the sample
mean plus one standard deviation, Low capital (75) is a dummy variable equal to one if the Tier 1
leverage ratio of Tier 1 capital to total assets of a bank is below the sample mean plus one standard
deviation. Standard errors are clustered at the country level; *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 5: Bank capitalisation
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. The dependent variable is the ratio of risk-weighted over total assets, or
the global charge (the ratio of risk-weighted assets plus expected losses, proxied by loan loss provisions,
over total assets). IRB is a dummy variable that is equal to one from the year a bank implements the
IRB approach (after receiving approval from the regulator) and zero otherwise. High capital (75) is a
dummy variable equal to one if the ratio of Tier 1 capital to total assets of a bank is above the sample
mean plus one standard deviation, Low capital (75) is a dummy variable equal to one if the Tier 1
leverage ratio of Tier 1 capital to total assets of a bank is below the sample mean plus one standard
deviation. High capital (50) is a dummy variable equal to one if the ratio of Tier 1 capital to total
assets of a bank is above the sample mean, Low capital (50) is a dummy variable equal to one if the
Tier 1 leverage ratio of Tier 1 capital to total assets of a bank is below the sample mean. AIRB is
a dummy variable equal to one if the bank was approved for the advanced IRB approach on some or
all of its assets (typically only for a small fraction of assets). Low coverage is equal to one if the IRB
approach is applied to less than 80% of the assets in the portfolio (the sample average is 77%). Crisis
is a dummy variable that takes value one from 2008 onwards. Standard errors are clustered at the
country level; *** p < 0.01, ** p < 0.05, * p < 0.1.

34



Table 6: Effect on capital
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. The dependent variable is the ratio of common equity over total assets,
or the ratio of total regulatory capital (Tier 1 plus Tier 2) over total assets. IRB is a dummy variable
that is equal to one from the year a bank implements the IRB approach (after receiving approval from
the regulator) and zero otherwise. High capital (75) is a dummy variable equal to one if the ratio of
Tier 1 capital to total assets of a bank is above the sample mean plus one standard deviation, Low
capital (75) is a dummy variable equal to one if the Tier 1 leverage ratio of Tier 1 capital to total
assets of a bank is below the sample mean plus one standard deviation. High capital (50) is a dummy
variable equal to one if the ratio of Tier 1 capital to total assets of a bank is above the sample mean,
Low capital (50) is a dummy variable equal to one if the Tier 1 leverage ratio of Tier 1 capital to total
assets of a bank is below the sample mean. Standard errors are clustered at the country level; ***
p < 0.01, ** p < 0.05, * p < 0.1.
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Table 7: Resolved banks
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. The dependent variable is the ratio of risk-weighted over total assets, or
the global charge (the ratio of risk-weighted assets plus expected losses, proxied by loan loss provisions,
over total assets). IRB is a dummy variable that is equal to one from the year a bank implements
the IRB approach (after receiving approval from the regulator) and zero otherwise. High capital (75)
is a dummy variable equal to one if the ratio of Tier 1 capital to total assets of a bank is above the
sample mean plus one standard deviation, Low capital (75) is a dummy variable equal to one if the
Tier 1 leverage ratio of Tier 1 capital to total assets of a bank is below the sample mean plus one
standard deviation. Post resolution is a dummy variable that is equal to one after a bank was either
recapitalised, forced into a merger, nationalised or bankrupt and zero otherwise; Pre resolution is a
dummy variable that is equal to one prior to resolution. Crisis is a dummy variable that takes value
one from 2008 onwards. Standard errors are clustered at the country level; *** p < 0.01, ** p < 0.05,
* p < 0.1.
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Table 8: Supervisory scrutiny I
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. The dependent variable is the ratio of risk-weighted over total assets, or
the global charge (the ratio of risk-weighted assets plus expected losses, proxied by loan loss provisions,
over total assets). IRB is a dummy variable that is equal to one from the year a bank implements
the IRB approach (after receiving approval from the regulator) and zero otherwise. The strength of
external audit index adds one for an affirmative answer to each of the following questions: 1) Is an
external audit required?; 2) Are auditors licensed or certified?; 3) Do supervisors receive a copy of
the auditor’s report?; 4) Can supervisors meet with auditors without prior approval by the bank?; 5)
Are auditors legally required to report bank misconduct to supervisors?; 6) Can supervisors take legal
action against external auditors?; 7) Are specific requirements for the extent or nature of the audit
spelled out? Cum. sum of IRB banks is the cumulative sum of IRB banks in a given country (time
varying), Nr. of IRB banks is the maximum number of IRB banks in a given country (time invariant).
Crisis is a dummy variable that takes value one from 2008 onwards. Standard errors are clustered at
the country level; *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 9: Supervisory scrutiny II
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. The dependent variable is Delta, i.e. the average difference in the ratio
of risk-weighted over total assets, between banks that adopt the IRB from 2007 and banks that remain
under the standard approach (see Figure 2). IRB Law is a dummy variable equal to one from the year
the law sets as deadline for the first approval of the IRB approach by the regulator. The strength of
external audit index adds one for an affirmative answer to each of the following questions: 1) Is an
external audit required?; 2) Are auditors licensed or certified?; 3) Do supervisors receive a copy of
the auditor’s report?; 4) Can supervisors meet with auditors without prior approval by the bank?; 5)
Are auditors legally required to report bank misconduct to supervisors?; 6) Can supervisors take legal
action against external auditors?; 7) Are specific requirements for the extent or nature of the audit
spelled out? Cum. sum of IRB banks is the cumulative sum of IRB banks in a given country (time
varying), Nr. of IRB banks is the maximum number of IRB banks in a given country (time invariant).
Standard errors are clustered at the country level; *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 10: Suplementary regressions
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted
the IRB between 2007 and 2010. The dependent variables are the ratio of impaired loans over total
assets (columns 1, 2, and 7), the growth of gross loans (columns 3 and 4), and the ratio of dividend
payments over total assets (columns 5, 6, and 8). IRB is a dummy variable that is equal to one from
the year a bank implements the IRB approach (after receiving approval from the regulator) and zero
otherwise. High capital (75) is a dummy variable equal to one if the ratio of Tier 1 capital to total
assets of a bank is above the sample mean plus one standard deviation, Low capital (75) is a dummy
variable equal to one if the Tier 1 leverage ratio of Tier 1 capital to total assets of a bank is below the
sample mean plus one standard deviation. Crisis is a dummy variable that takes value one from 2008
onwards. Standard errors are clustered at the country level; *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 11: Robustness checks
The sample covers 115 banks from 21 OECD countries over the period 2004-10. All banks adopted the
IRB between 2007 and 2010. In columns (1) to (6), we use a two-stage estimation procedure proposed
by Heckman (1976). We report only the results from the second stage, but Mills ratio is the inverse
Mills ratio from estimating a selection model in the first stage (using a richer sample, with banks that
did not adopt the IRB until 2010). In columns (7) and (8), we instrumental variables. The dependent
variable is the ratio of risk-weighted over total assets, the ratio of common equity over total assets, or
the ratio of impaired loans over total assets. In columns (1) to (6), IRB is a dummy variable that is
equal to one from the year a bank implements the IRB approach (after receiving approval from the
regulator) and zero otherwise. In columns (7) and (8), it is instrumented as follows. Column (7): IRB
instrumented with IRB Law and IRB Law*Large; Column (8): IRB*High capital (75) and IRB*Low
capital (75) instrumented with IRB Law, IRB Law*Large and IRB Law*Large*High capital (75). High
capital (75) is a dummy variable equal to one if the ratio of Tier 1 capital to total assets of a bank is
above the sample mean plus one standard deviation, Low capital (75) is a dummy variable equal to
one if the Tier 1 leverage ratio of Tier 1 capital to total assets of a bank is below the sample mean plus
one standard deviation. Crisis is a dummy variable that takes value one from 2008 onwards. Standard
errors are clustered at the country level; *** p < 0.01, ** p < 0.05, * p < 0.1.
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Figure 1: IRB adoption
Number of new sample banks, adopting one of the two IRB approaches over time.

Figure 2: Delta
On the vertical axis we have the average difference in the ratio of risk-weighted over total assets,
between banks that adopt the IRB from 2007 and banks that remain under the standard approach.
The sample covers 21 OECD countries.
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Figure 3: Resolved
Reported riskiness around IRB adoption date. Resolved banks were recapitalised, forced into a merger,
nationalised or bankrupt during 2007-2010. Source: Bloomberg.
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Figure 4: Quarters to failure
Ratios of Tier 1 capital over total assets (Tier 1 LR), and over risk-weighted assets (Tier 1 RWR).
Resolved banks were recapitalised, forced into a merger, nationalised or bankrupt during 2007-2010.
Source: Bloomberg.
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