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precise makes it harder to convict the seller but increases the expected fine 
when the seller is found guilty. We find that, in the equilibrium, biasing the 
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larger share of credulous consumers make the advice more biased and less 
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1 Introduction

A buyer with limited or no experience walks into a shop in order to buy a mobile phone

and sign up for a calling plan. There are many models of mobiles and di¤erent calling

plans and, moreover, the buyer is not sure about her needs, which will only become

fully known through the use of the mobile. The seller, who knows the product�s

features but may not know how they �t with the buyer�s needs either (and hence

the product quality of match), provides some sales advice to the prospective buyer

with the goal of convincing her to buy. In doing so, he can choose to be more or less

precise and can also simply lie the buyer by exaggerating the goodness of the product.

Sending a misleading sales pitch comes, however, at a cost of customers�complaints

that will damage seller�s reputation, draw the attention of a consumer association,

trigger an action by the competition authority or even result in a litigation.

Many other goods also share these features. For example, consumer electron-

ics, insurance, banking and medical care contracts are all characterized by the fact

that neither sellers nor buyers themselves fully know the ex-ante buyers� quality

of match with the product, sellers�advice is widely used and buyers learn through

experience1. Also, these very products systematically top in the list of consumers

complaints worldwide which brings about the policy relevance of the problem. For

instance, the Federal Trade Commission in the United States has released a report

listing top complaints consumers �led with the agency in 2009.2 Among the top 15

places it is possible to �nd health care, internet services, credit cards, advance-fee

loans, credit protection, banks and lenders in general and computer equipment and

software. Similarly, in the United Kingdom, the O¢ ce of Fair Trading has reported

(through Consumer Direct, its telephone and online service provider of information

on consumer rights) that among the top 10 complaints, it is possible to �nd mo-

bile phones (service agreements), mobile phones (hardware), telephone services (land

line), lap-tops, notebooks and tablet PCs.3

We explore the seller�s incentives to provide (un)biased and (im)precise advice

and the resulting equilibrium communication in the following model. The seller

advises the buyer about a certain product trying to increase the buyer�s perceived

valuation of it. The buyer�s valuation for the product is determined by the quality of

the match between the product characteristics (unknown to the buyer) and buyer�s

1In the markets we have in mind, the seller may have private information on how his product
compares to competitors but not on how it matches with each buyer�s needs. Moreover, the buyer
will only learn her actual needs through the use of the product.

2See: http://www.ftc.gov/opa/2010/02/2009fraud.shtm (accessed on the 05 October 2012).
3See: http://www.oft.gov.uk/shared_oft/general_policy/OFT1267.pdf pp. 21-24 (accessed on

the 05 October 2012).
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idiosyncratic preferences (unknown to the seller).4 The buyer and the seller share

the same prior about quality of the match, that is, none of them has any private

information.5 The seller gives a pre-sales advice (e.g., provides information about the

product speci�cation) which generates a signal that enables the buyer to ascertain

better her valuation for the product. The signal is the sum of the true match quality

and an error term that represents frictions in the communication between the seller

and the buyer.6 Both the match quality and the error term are distributed normally

and the seller secretly chooses the mean and publicly the variance of the error term.7

We call them �bias�and �noise�, respectively.

Upon observing the signal, the buyer updates her beliefs about the match quality

using her conjecture about the bias introduced by the seller (which has to be correct

in the equilibrium). This posterior valuation of the product is the surplus generated

if trade occurs and that the seller and the buyer share in a �xed proportion.8 This

re�ects the popular use of negotiation in selling banking or mobile phone contracts.

While the bias unambiguously increases the perceived quality of the product and

thus the seller�s revenues, the e¤ect of the noise is more subtle and depends on the

particular model used.9 We adopt a speci�cation where the noise does not a¤ect

seller�s revenues in the equilibrium, that is, when the buyer correctly anticipates the

bias.

Misleading the buyers is costly since eventually, through use, they realize the

true quality of the match and complain if the signal they observed was much larger.

These complaints trigger an action by an authority which might be a consumer

protection authority (like O¢ ce of Fair Trading), a sectorial regulator (like Financial

Services Authority) or the court depending on the product and the country. The

authority then investigates the seller surveying a random sample of customers or

sending mystery shoppers. Based on this information, it estimates the bias and

determines whether there is enough evidence to conclude that the seller has misled the

consumer by biasing his signal. More precisely, the authority presumes the innocence

of the seller, that is, its null hypothesis is that there has been no bias.10 It then tests

4This is speci�cation is also used in the advertising literature where it is assumed that reservation
price (or "match value") is unknown to the �rm and to the consumer. See, for instance, Anderson
and Renault (2006), Anderson and Renault (2009) and Johnson and Myatt (2006).

5An alternative interpretation is that the seller is facing the whole demand curve rather than an
individual buyer as, for example, in Johnson and Myatt (2006).

6The error term can also represent the fact that the true match quality will be learned only
through experience.

7We also consider the unobservable choice of variance in Section 5.1.
8We consider the case of a �xed price in Section 4.
9See, for example, Lewis and Sappington (1994) and Johnson and Myatt (2006) where the seller

always prefers to provide an extreme (i.e., maximum or minimum) amount of information.
10The presumption of innocence is natural in court. When it is a competition authority that
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whether this null hypothesis can be rejected in favor of the alternative hypothesis of

a positive bias. In doing so, it uses a given signi�cance level which can be interpreted

as a standard of proof. If the seller is found guilty, he has to pay a �ne that depends

on the estimated bias. A larger bias always increases the costs, i.e., the expected

�ne. The noise a¤ects the costs through two channels: it decreases the probability

that the seller is found guilty but increases the �ne when the seller is found guilty.

The total e¤ect is U-shaped.11

We derive closed-form solutions for the equilibrium bias and noise and �nd that

they are complements. When the authority uses a stricter standard of proof or

the match quality is more heterogenous, the seller both biases the signal more and

makes it more noisy. For example, a more onerous punishment regime which �nes

the �rm under a lower standard of proof, makes it use a lower bias. As a result

there is less need of noise. Hence, the information transmission to the buyer is

improved. This is despite the fact that the buyer pays more attention to the signal

when the noise is lower and, therefore, is more easily swayed by bias. Similarly, when

buyers�heterogeneity is higher, they put a higher weight on the seller�s advice and,

therefore, the seller has higher incentives to bias it. A larger noise is used since it is

complementary to the bias.

While much of our exposition focuses on a price discrimination setting, our frame-

work and results can be extended to handle a �xed price. Then, the goal of the seller

is to convince the marginal buyer, instead of increasing the posterior of every buyer

as in the baseline price discrimination setting. In the special case when the price

is equal to the prior mean, we derive closed-form solutions for equilibrium bias and

noise and show that they are also complements. Interestingly, a higher buyers�het-

erogeneity decreases the equilibrium bias and noise, contrary to the baseline model

described above. When the price equals to the mean valuation of the good the only

e¤ect of a higher buyers�heterogeneity is to decrease the probability of the buyer

with the average valuation, that is, the marginal buyer. Then, the marginal revenues

of the bias are smaller and the seller uses it less (and correspondingly he introduces

a smaller noise). When the price is above the prior mean, the seller serves relatively

high valuation consumers; the noise is relatively low since more information increases

the posterior of the marginal high valuation consumer. In the case of the price below

the prior mean, the marginal consumer has a relatively low valuation and provid-

ing information only decreases her posterior. Therefore, the noise is relatively high.

punishes the seller the presumption of innocence is explained by the fact that the competition
authority may need to defend its position in court if the seller decides to appeal.
11In many situations, especially with repeated purchases, reputational concerns also put a limit

on the seller�s bias. Our model is thus better suited for one-o¤ or infrequent purchases.
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Thus, when the price is above (below) the mean valuation, the bias-to-noise ratio is

higher (lower) than in the case of the price equal to the mean valuation.

When two sellers sell related products and buyers can get informed from both

of them (although they are locked in and do not choose from whom to buy), the

equilibrium bias and noise are still complements, but there is now a disciplining

e¤ect. Since each buyer attaches some weight to the other seller�s signal, she puts

less weight on the signal of her seller. Then, each seller has less incentives to bias

his signal and the equilibrium bias and noise go down. Surprisingly, if there are

also common shocks in the communication technology (that is, the error terms are

correlated), the disciplining e¤ect of the second seller can be reversed. The consumer

trusts more her seller�s signal since she gets the information about the error term

from the second seller and, as a result, the equilibrium bias and noise may increase.

We consider a number of other extensions. In the baseline model the noise is ob-

servable by both the buyers and the authority. We consider the case of non-observable

noise and show that the equilibrium has the same structure and, in particular, equi-

librium bias and noise are still complements. In the baseline model the buyers are

rational and are not misled in the equilibrium while in reality some consumers do

appear naive, at least, to some extent (see examples in Gabaix and Laibson (2006)

and Inderst and Ottaviani (2009) among others). We consider an extension where a

proportion of consumers are credulous and blindly follow the seller�s advice. We �nd

that the seller then chooses a more biased and less precise signal.

1.1 Related literature

From the theory perspective, this model is related to the literature on career concerns

(see Holmström (1999) and Dewatripont, Jewitt, and Tirole (1999)). In these models,

the ability is unknown to everybody and �rms estimate it based on the �rst-period

worker�s performance.12 The worker then exerts some costly e¤ort in order to improve

his performance and trick �rms into thinking that he has a higher ability, since this

will increase his wage. As in our model, in the equilibrium, the �rms are not tricked;

instead, they anticipate the worker�s e¤ort and estimate the worker�s ability correctly.

In contrast to this literature, in our signal-jamming model, the seller not only jams

the signal by manipulating its mean (what we call the �bias�), but also by changing

its variance (the �noise�) and, hence, its informational content.

12The output performance usually equals to the sum of the e¤ort and the ability. See Dewatripont,
Jewitt, and Tirole (1999) for a more general setup.
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Johnson and Myatt (2006) consider how much product relevant information a

monopolist would want to provide to its potential customers. Using the fact that

information about the product rotates the demand curve, they show that the mo-

nopolist pro�ts are convex in the information. This generalizes the result of Lewis

and Sappington (1994) who showed that the monopolist supplies either maximal or

minimal information. We also allow the seller to bias the information about the prod-

uct. We show that when the choice of the amount of information is endogenously

linked to future �nes, instead of extreme policies, the seller only discloses partial

information about the product. Another related paper in the literature of commit-

ment to a disclosure policy is Kamenica and Gentzkow (2011). The authors allow

the sender to choose the whole distribution of the signal (not only the precision as

in Johnson and Myatt (2006)), provided that the signal is correct on average (that

is, no bias is permitted). This literature only considers the case where the buyer (or

more generally, the receiver) observes the distribution of the information given. We

also explore the possibility of the amount of information not being observed as it is

the case, for instance, with products that have attached small script.13 A di¤erent

model is the one of Spiegler (2006) where �rms send noisy, unbiased and costless

signals of their prices as obfuscation strategies in order to soften competition. In our

model, there is no competition, the signal is biased (and noisy) and costly.

The idea that introducing noise might make the bias less costly is also present in

Li (2010) where the sender shares the blame for the wrong message with the noisy

and possibly biased intermediary. In Blume and Board (2012) noisy messages are

useful in mitigating the con�ict between the sender and the receiver in a cheap-talk

model.

As we discussed at the beginning, this paper is motivated by the markets where

consumers often complain and, therefore, is related to the literature on consumer

protection.14 Inderst and Ottaviani (2011), for instance, using a cheap talk model,

analyze contract cancellation and product return policies in a market where a more

informed seller advises the buyer. Cancellation or return are costly for the seller

and, therefore, the advice cannot be too misleading. Since advice in their model

13To get an intuition of why observability matters, imagine that the product is bad on average,
that is, in the absence of any information the buyer will not buy it (at a given price). To convince
the buyer to buy, the seller has to generate a high realisation of the signal and wants the buyer to
attach a high weight to this signal in her updating. If the noise is observable, adding noise to the
signal will make the buyer attach a lower weight to the signal realization so the optimal strategy
is actually to reduce the noise as much as possible (see Johnson and Myatt (2006) for the proof).
However, if the noise is not observable, the buyer will not adjust the weight given to the signal to
account for the noise and, therefore, the optimal strategy of the seller is to increase the noise of the
signal.
14See Vickers (2004) and Armstrong (2008) for an overview on this literature.
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takes the form �to buy�or �not to buy�, there is no room for the seller to use noise,

only bias. Kartik (2009) also considers a cheap talk model with unspeci�ed lying

costs. Contrary to these papers where the lying costs are exogenous (unmodelled),

in our model they are the expected �ne imposed on the seller and hence, they are

micro-founded.

The rest of the paper is organized as follows. Section 2 introduces the model.

Section 3 �nds the equilibrium when the seller can price discriminate and derives

comparative statics results. Section 4 consider the case of �xed prices. Section 5

contains various extensions and modi�cations of the baseline model of Section 2.

Section 6 concludes.

2 The model

Buyers approach the seller in order to get informed about his product and buy it. The

seller does not know their valuations for the product while the buyers do not know

the quality of the product and its features. Thus, at the beginning of the interaction,

the match quality of the transaction, �, is unknown both to the seller and the buyer.

However, they know that � is distributed as N (�; �2).15 The production costs are

normalized to zero.

2.1 The communication process

The seller reveals product characteristics and gives advice about the shopping decision

to the buyer. In doing so, he can distort the communication strategically. The seller

can exaggerate some positive features of the product and he can also be vague about

them. More precisely, the seller provides information that generates an informative

but possibly biased and noisy signal S which takes the following form:

S = � + ";

where " is the distortion introduced by the seller. It is distributed normally, "  
N (�; �2), and both moments are controlled by the seller.16 We refer to � as bias and

to �2 as noise and we assume that they are both chosen from a bounded interval. The

15As standard in career concerns models, we adopt a setting where the two sides start with the
same prior to avoid issues of signalling. See Holmström (1999) and Dewatripont, Jewitt, and Tirole
(1999). See Anderson and Renault (2006) for an example in the advertising literature.
16The might be some natural noise in the communication process. We discuss this possibility in

Section 5.6:
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signal is therefore distributed as N (�+ �; �2 + �2); denote its pdf by g. The buyer

does not observe the bias since she cannot know if a certain feature is exaggerated

without actually buying the product and trying it. She does observe the noise,

however, since she can evaluate how precise the seller�s explanations are, how much

into details he goes, whether there is a trial period, etc.17

2.2 Buyers�valuation and seller�s revenues

The buyer values a better quality of match of the product, �. For simplicity, the

buyer�s valuation of the product is linear in the match quality � and normalized to

be equal to it. Since this quality is only known through use, her valuation at the

moment of purchase is the expected match quality given a particular realization s of

the signal.

When the buyer observes a realization s of the signal and the noise �2, she updates

the expected quality using a conjecture about the seller�s bias e�.18 The posterior

distribution of � stays Normal with mean:19

E
h
� j s; �; e�i = �+ �s� �� e�� �2

�2 + �2
: (1)

The buyer takes the signal into account with the weight proportional to the prior

variance. Expression (1) can also be written as
�
�
�2
+ s�e�

�2

�
=
�
1
�2
+ 1

�2

�
, that is, as

the weighted average of the ex-ante quality of match and the ex-post signal realization

(corrected for the bias), where the weights are precisions of the prior and the signal.

The seller charges the buyer some (�xed) fraction of her valuation which is nor-

malized to 1.20 That is, the seller sees the e¤ect that the realization of his signal,

s, has had on the buyer and hence, he knows that the buyer is ready to pay up to

E
h
� j s; �2; e�i for the product.21 Therefore, the seller�s revenues are equal to the

expected valuation of the buyer:
17In some cases the noise may not be observable. See Section 5.1 for the analysis of unobservable

noise. The results are qualitatively the same.
18We assume that the buyer�s conjecture does not depend on the observed noise. This assumption

is used in the literature, see, for example, Judd and Riordan (1994). As a robustness check, we
consider a model with unobservable noise in Section 5.1 and similar results emerge. It would be
interesting, though, to investigate other possibilities since di¤erent equilibria are then obtained as
is shown by Shelegia (2011).
19For the derivation of the Normal Bayes estimators see Casella and Berger (2002), p. 326,

Example 7.2.16.
20See Section 4 for the analysis of the �xed price.
21This entails some negative payments which can be made negligible by making the average

quality � high enough. As we will see later, � does not a¤ect equilibrium bias and noise (Corollary
1). It also means that the seller always sells to the consumer. This is in the spirit of the career
concerns models, where a worker always gets a wage. The only reason it is done both there and
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R (�; �) =

+1Z
�1

E
h
� j s; �; e�i g(s)ds = �+ �� � e�� �2

�2 + �2
: (2)

Note that the seller extracts from the buyer the prior expected quality of match

� plus how much the buyer is misled into thinking that the product is better than it

is, adjusted for the weight. Note as well, that the revenues decrease with the noise �

if � > e� since the buyers pay less attention to the signal, i.e., place a smaller weight
on it. In equilibrium, however, when the buyer�s conjecture about the bias used is

correct, the seller is able to extract only the prior expected match quality �. As a

result, the noise has no e¤ect on the revenues.

2.3 Estimated bias and seller�s costs

When the buyers buy the product and start using it, they discover the true match

quality. Some buyers, especially those with a large gap between the advice (signal)

obtained from the seller and the true quality, will complain to a public body that

we call �authority� throughout the paper. This might be a consumer association,

consumer protection agency, a competition authority, an industry regulator or the

court, depending on the good or service in question and the country. We assume that

this authority can in�ict a punishment on the seller. Depending on the nature of the

authority, the punishment may be publishing a negative report, ordering to withdraw

a certain advertisement, prohibiting a certain commercial practice or imposing a �ne

on the seller. For the sake of simplicity, we adopt the last meaning and treat the

punishment as a monetary �ne.

The bias, as a deliberate and conscious way to mislead consumers, is illegal and

a �ne is imposed on the seller if any positive bias is discovered. In the European

Union, the Unfair Commercial Practices Directive 2005/29/EC de�nes a commercial

practice as misleading �...if it contains false information and is therefore untruthful or

in any way, including overall presentation, deceives or is likely to deceive the average

consumer...�(Article 6). Such practices are more generally called unfair and �...shall

be prohibited�(Article 5).22

in this paper is technical as it allows to integrate over the whole support of the distribution. In a
di¤erent model, Spiegler (2006) also allows negative prices for technical reasons.
22In the common law tradition, misrepresentation is a contract law concept which means a false

statement of fact made by one party to another party, which has the e¤ect of inducing that party
into the contract. For example, under certain circumstances, false statements or promises made by
a seller of goods regarding the quality or nature of the product that the seller has may constitute
misrepresentation. In English law, misrepresentation is regulated generally by the United Kingdom
Misrepresentation Act 1967 and, in the consumer protection area, by Trade Descriptions Act 1968
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The noise, however, is not punished since it may come from some (unmodelled)

external shocks in the communication process between the seller and the buyers. The

seller may provide information that is vague and open to interpretation, so that the

buyers themselves make personal, independent, errors of interpretation. Even if the

seller does not bias the signal at all, there will be always some unlucky buyers that

will observe a very high signal realization as compared to their true match quality

(unless the communication is absolutely noiseless). For instance, a bad quality of

the information at the point of purchase may be due to incompetent sales sta¤ who

have trouble giving a clear advice. If these incompetent sales sta¤ are nonetheless

objective (i.e., they do not use bias), the buyers will not be misled on average.

The authority conducts an investigation by taking a random sample of size N

of buyers in order to estimate the bias introduced by the seller. It can also send

�mystery shoppers�to the seller each of them reporting afterwards their experience.

In the US and in the UK the competition and consumer protection authorities (FTC

and OFT, respectively) routinely commission mystery shopping exercises as part of

their market studies.23

Each mystery shopper (or buyer) i = 1; :::; N reports the signal si observed from

the seller and quality �i.24 In Section 5.5 we consider the case when only signals

are observed. Having received their reports, the authority uses a statistical test to

determine if the seller is guilty of having introduced the bias.25 It computes the error

terms "i = si � �i and estimates the bias used as:

b� = 1

N

NX
i=1

"i (3)

and Consumer Protection Act 1987.
23See http://www.ftc.gov/os/2009/12/P994511violententertainment.pdf and

http://www.oft.gov.uk/shared_oft/business_lea�ets/credit_licences/OFT1265.pdf for recent
examples (accessed on the 05 October 2012). Other tests are often conducted by courts and
consumer bodies. For instance, "copy tests" are used to determine whether an advert is misleading.
If enough consumers are misled, the consumer protection authority may order the advert to be
withdrawn. The evidence may also come from a class action, see Issacharo¤ (1999) for a discussion
of class actions and consumer protection.
24For instance, the authority could provide the shopper with a list of relevant attributes of the

product. Then, for each attribute, the shopper needs to report what he/she expected from the
advice and what he/she really found. This could be done in relatively coarse terms (i.e. better,
worse or as expected) and then the authority could aggregate the answers to obtain a measure of
si and �i.
25Scholars in law and economics have long been modelling court decision making as probabilistic,

see Polinsky and Shavell (2000) for a survey. In legal literature it is also �... now generally accepted
that since all the evidence is probabilistic ... evidence should not be excluded merely because its
accuracy can be expressed in explicitly probabilistic terms..." (Posner (2004), p. 370). See also
Miceli (1990) and Davis (1994) for describing statistical testing in relationship with court decision
making.
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Since "i  N (�; �2), this estimator is distributed as N
�
�; �

2

N

�
.

There is the presumption of innocence, that is, by default the seller is assumed

not to have introduced any bias, unless enough evidence is provided. In order to

determine how convincing the evidence about the use of bias should be, the authority

uses a standard hypothesis test where the null hypothesis of no bias, H0 : � = 0, is

assessed against the alternative H1 : � > 0. The authority constructs the statisticsb�
�=
p
N
which, under the null H0, is distributed as N (0; 1). Denote z� the threshold

such that the seller is found guilty of biasing if and only if
b�

�=
p
N
� z�, where �

is the signi�cance level of the test (i.e., the probability of incorrectly rejecting the

null hypothesis).26 A natural interpretation of z� is the �standard of proof�. With

a higher z� (lower �), it is more di¢ cult to reject H0 and, therefore, the authority

needs more evidence to convict the seller. For instance, if � is 5%, then z� � 1:64,
and if � is 10%, then z� � 1:28.

If the seller is found guilty, he is imposed a �ne which is an increasing function

of the estimated bias b�. In this section, we take the �ne to be equal to b� and
consider punitive damages db� in Section 5.4. Therefore, the authority uses a two-
stage enforcement procedure that �rst determines whether bias has been used and, if

the �rm is found guilty, then the penalty is determined. This mechanism is common,

for example, in competition law where the estimation of damages is done after the

Court has decided over the existence of a cartel.

The seller�s costs are the expected �ne:

C (�; �) =
�p
N

Z +1

z�

zdH (z) (4a)

= �

 
1� �

 
z� �

�
p
N

�

!!
+

�p
N
�

 
z� �

�
p
N

�

!
(4b)

where z  N
�
�
p
N
�
; 1
�
and H is its cdf (it is the distribution of

b�
�=
p
N
); and � and

� are cdf and pdf of the standard normal random variable, respectively. The �rst

term in (4b) corresponds to how much the seller pays on average multiplied by the

probability of being found guilty. The second term corrects for the selection bias as

the truncation selects higher values of b�. The crucial property of this cost function
is that it is U-shaped with respect to the noise. A higher � makes it less likely for

the seller to be found guilty (since the distribution of z shifts to the left, the integral

in (4a) decreases), but increases the chances of a really large �ne once he is found

26By de�nition, the probability that the standard normal random variable takes a value above z�
is equal to �.
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Figure 1: Seller�s costs as a function of noise �; � = 1; N = 25; z� = 1:64:

guilty (this integral is multiplied by a larger number). This is summarized in the

next lemma. See also Figure 1.

Lemma 1 The seller�s costs (4b) are increasing in � and U-shaped with respect to �.

Proof. See Appendix.

3 Equilibrium

The seller maximizes his pro�ts which are equal to the revenues (2) minus the costs

(4b):

�(�; �) = �+
�
� � e�� �2

�2 + �2
��

 
1� �

 
z� �

�
p
N

�

!!
� �p

N
�

 
z� �

�
p
N

�

!
:

The equilibrium is a pair (��; ��) that maximizes seller�s pro�ts �(�; �) given

buyer�s conjecture ��. Next proposition derives the equilibrium in a closed form.
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Proposition 1 The equilibrium bias and noise are

�� =
�p
N

1

z�

p
�; (5a)

�� = �
p
�; (5b)

where � =
�(z�� 1

z�
)�z��(z�� 1

z�
)

1��(z�� 1
z�
)+z��(z�� 1

z�
)
.

Proof. See Appendix.27

A higher noise increases the revenues if � < e� and decreases them if � > e� since
it decreases the signal weight in the buyer�s posterior. However, in equilibrium, the

noise does not a¤ect the revenues since the buyer is not misled and pays the prior

expected match quality �. Thus, for any bias, the noise can be seen as minimizing the

costs for that bias. As the cost function is U-shaped with respect to the noise (Lemma

1) this yields an interior solution �
p
N
�

= 1
z�
.28 The bias increases the revenues by

changing the signal distribution in the �rst-order stochastic dominance sense; the

marginal e¤ect of the bias on the revenues is the weight of the signal in the buyer�s

posterior, �2

�2+�2
. The marginal cost of the bias depends only on the ratio �

�
which

is pinned down from the cost-minimization with respect to the noise. A closed-form

solution can then easily be found. Interestingly, we �nd that the use of bias is always

accompanied by a positive noise.

Turning to the comparative statics, we introduce the notion of the complements

in the equilibrium.

De�nition 1 The equilibrium bias and noise are complements in the equilibrium if

the sign of comparative statics is (weakly) the same with respect to any parameter.

Corollary 1 The equilibrium bias and noise (5a-5b) are complements in the equilib-
rium and their comparative statics is the following:

� @��

@�
= @��

@�
= 0;

� @��

@�2
; @�

�

@�2
> 0;

� @��

@z�
; @�

�

@z�
> 0;

� @��

@N
< 0 and @��

@N
= 0.

27For the second-order conditions to hold, we need to assume that z� < 2:436, that is, � > 0:75%,
and that bias and noise are chosen from a bounded interval.
28The cost function is homogeneous of degree 1 in � and �; therefore, the marginal cost functions

are homogeneous of degree 0 in � and �, that is, they depend only on the ratio �
� .
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The average quality � does not a¤ect the bias and the noise. Since the seller sells

for any realization of the signal and the buyer�s valuation is linear in the quality,

the seller�s expected revenues are additive in �. His marginal incentives then do not

depend on �.

When the prior is less precise, that is, �2 is larger, it becomes more pro�table

to mislead the consumer because more attention is paid to the signal. Hence, the

bias is used more. The costs are una¤ected by �2 per se. However, as the bias in-

creases, a higher noise should be used to bring the �standardized�bias �
p
N
�

down

to its optimal level 1
z�
. Also, the noise is proportional to �2 since it is the ratio of

the two that determines the weights in the buyer�s posterior (1). The parameter �2

can be interpreted as the buyers�heterogeneity, which can be thought of as a¤ected

by the seller at an earlier stage through the product design. In Johnson and Myatt

(2006) the relationship between the buyers�heterogeneity and the informativeness

of the signal is the opposite: the bene�ts of giving precise information are higher if

the buyers di¤er largely in their tastes and, therefore, more idiosyncratic products

are complemented by detailed advertising and marketing activities. If litigation is

possible and the revenues are not a¤ected by the noise, we should expect more hetero-

geneity in the product design to come together with larger bias and noise. Note that

heterogeneity in the product design is a salient feature of the markets we described

in the Introduction.

A stricter (i.e., higher) standard of proof z� makes it is more di¢ cult to convict

the seller, so the bias becomes cheaper. However, it also increases the cost minimizing

noise since fewer chances to convict the seller make the selection bias mentioned in

Section 2.3 less relevant. With more noise the buyers pay less attention to the signal

and so are less easily swayed by bias, making the use of bias less pro�table. Overall,

we �nd that this last e¤ect is always dominated by the cost reduction, and as a result,

the bias increases with a larger z�.

When the authority increases the sample size N , the seller should counteract this

increase in the precision of the bias estimation by increasing the noise (i.e., the cost

minimizing noise shifts to the right). A larger noise decreases the marginal revenues

of the bias (through a lower weight on the advice in the buyer�s updating) and the

bias is used less as a result. Since the seller biases less his advice, he also needs

less noise to �hide�his misleading practice. It turns out that the noise decreases by

enough to compensate the original increase which leads to the quite surprising result

that the equilibrium noise does not depend on N .

Let us conclude this section with the following observation. In our model, setting

a su¢ ciently high sample size N or a su¢ ciently low standard of proof z� (or a su¢ -
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ciently high punitive damages d that we investigate in Section 5.4) drives equilibrium

noise and bias to zero. We would not, however, overestimate practical implications of

this result for two reasons. First, this might not be the case if there is some natural

and irreducible noise in communication between the buyer and the seller (see Section

5.6), as there will be then some lower bound on the equilibrium noise. Second, a

richer model (which is beyond the scope of this paper and is an interesting topic for

future work) is needed for a study of the optimal policy. Such a model will have

physical costs of sending N mystery shoppers and welfare costs of punishing inno-

cent sellers. Then, allowing for positive noise and bias in the equilibrium might be

optimal.

4 Fixed price

In many instances the price of a product is �xed and the buyer decides whether to

buy it or not at that given price. For example, the seller may have committed to

the price by publicly advertising it.29 Alternatively, the price may be �xed by the

marketing division that operates independently from the selling division. Assume in

this Section that the price, p, is exogenously �xed at a pre-advice stage. The buyer

decides to buy if her posterior valuation of the product (1) is higher than p. The

seller�s revenues are then

R (�; �) = pPr

8<:
�
s� e���2 + ��2

�2 + �2
� p

9=; = p

�
1�G

�
p+ e� + (p� �) �2

�2

��

where s = p+ e� + (p� �) �2
�2
. The seller�s costs are unchanged and given by (4b).

Consider �rst the case where the price is exogenously �xed at the mean level �.30

Proposition 2 When p = � > 0, the equilibrium bias and noise are:

��p =

r
max

n
�2

2��2
� �2; 0

o
z�
p
N

(6a)

��p =

s
max

�
�2

2��2
� �2; 0

�
(6b)

29It is an interesting question for future work how the pricing strategy interacts with the choice
of bias and noise.
30We make this assumption for technical reasons because when p = � the noise continues to have

no e¤ect on the revenues in equilibrium, just as in the case of price discrimination of Section 3.
However, note that the average price that the seller charges to the consumer in Section 3 is �.
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where � = 1� �
�
z� � 1

z�

�
+ z��

�
z� � 1

z�

�
.31

Proof. See Appendix.32

With the advice, the seller is trying to convince the marginal buyer, i.e., the one

who observes a signal s = s. The noise a¤ects the probability of �nding the marginal

buyer. In the equilibrium, however, the noise does not a¤ect the seller�s revenues

since the marginal buyer is not misled. Thus, as in the baseline model of Section 2,

the noise can be seen as minimizing the costs for any given bias which pins down

the bias-to-noise ratio, �
p
N
�
= 1

z�
. The e¤ect of the bias is to sell to the marginal

buyer. In equilibrium, the marginal buyer is the one who has the mean valuation �

and, therefore the marginal e¤ect of bias on the revenues is � times the probability

of encountering the marginal buyer. Since the latter depends on the noise while the

marginal cost of the bias depends only on the ratio �
�
, a closed-form solution can

then easily be found.

The comparative statics results are summarized in the next corollary.

Corollary 2 The equilibrium bias and noise (6a-6b) are complements in the equilib-
rium and their comparative statics is the following:

� @��p
@�
;
@��p
@�
> 0;

� @��p
@�2
;
@��p
@�2

< 0;

� @��p
@z�
;
@��p
@z�

> 0;33

� @��p
@N

< 0 and
@��p
@N
= 0.

Proof. See Appendix.

The average quality now a¤ects the bias and the noise unlike the baseline model

of Section 2. A higher � increases both the posterior expected quality and the

price, so the probability of selling remains unchanged. However, an increase in �

(through the increase in p) also increases the revenue per unit sold. The increase in

the pro�tability of the sale induces the seller to use more bias, as this increases the

probability of selling. Following the increase in the bias, the noise increases too to

minimize the costs for this higher bias.

31Then � of Proposition 1 can be written as � = 1��
� .

32A su¢ cient (but not necessary) condition for the second order conditions to hold is z� � 1:09
(i.e., � � 13:79%).
33A su¢ cient (but not necessary) condition for

@��p
@z�

> 0 is z� � 1:29 (i.e., � � 9:85%). See the
proof for the exact condition.
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The comparative statics with respect to the variance of the prior, �2, have the

opposite sign than in Section 3 (see Corollary 1). The intuition is the following.

While �2 still enters the buyer�s posterior, it does not a¤ect her decision to buy.

Indeed, since the price equals to the mean valuation, the buyer buys if the signal

exceeds the mean (after debiasing) and does not buy otherwise. Thus, the only e¤ect

of a higher �2 is to decrease the probability of the marginal buyer, that is, the buyer

with the average valuation �. Then, the marginal revenues of the bias are smaller

and the seller uses it less (and correspondingly he introduces a lower noise).

When the standard of proof, z�, increases, the seller can a¤ord to use a larger

noise as the probability of ending up convicted and paying a large �ne decreases.

A stricter standard of proof, also decreases the marginal cost of biasing the advice.

However, as in the comparative statics of Section 3, the larger noise also decreases the

marginal revenue of the bias although through a di¤erent mechanism. As with �2,

a larger noise decreases the probability of the marginal consumer and hence makes

biasing the advice less pro�table. However, if z� is large enough, the decrease of the

marginal revenues is smaller than the one of marginal costs and the bias increases.

The intuition for the comparative statics of the sample size N is the same as

in Section 3, with the di¤erence that the decrease in the marginal revenues of bias

following an increase in the noise is due to a decrease in the probability of the marginal

buyer (and not to a decrease in the attention paid to the advice).

Finally, it is easy to check that if the ratio �2

2��2
is large enough (i.e., �2

2��2
> �),

then ��p > �� and ��p > ��. This is because, as shown in Corollary 2, a larger �

and/or a smaller �2 increases the marginal bene�t of biasing the advice.

Consider now the case p 6= �. While we cannot obtain closed-form solutions we

still can shed light on the bias-to-noise ratio in the equilibrium.

Proposition 3 When p > (<)�, then ��p
��p
> (<)�

�

�� , where �
� and �� are de�ned in

(6a) and (6b).

Proof. See Appendix.

When the p is di¤erent from �, the noise, in equilibrium, has two e¤ects on the

marginal revenues: like the bias, it changes the identity of the marginal consumer

(in the direction that depends on how the marginal consumer is related to the mean

of the signal) and, it also changes the probability of encountering the marginal con-

sumer. In particular, a higher noise brings the buyer�s posterior closer to the mean

which decreases the seller�s revenues when p > � since the marginal consumer has
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the valuation above the mean and increases them when p < � since the marginal con-

sumer has the valuation below the mean. As a result, when p > � the bias-to-noise

ratio will be larger than the one in Section 3 and smaller when p < �. Actually, the

analysis of the e¤ects of the noise on the seller�s revenues becomes essentially the one

of Johnson and Myatt (2006). The case p > � corresponds to their �niche market�,

where the seller only serves the high valuation consumers and provides them with

a very precise information, and the case p < � corresponds to their �mass market�

where the seller serves most consumers and gives them few information. However,

contrary to their setup where noise is costless, in our model the noise also a¤ects the

seller�s costs and, therefore, an extreme noise is not optimal.

5 Extensions

5.1 Unobservable noise

In some cases it is more reasonable to assume that the noise chosen by the seller

is not observed by the buyer. For instance, the seller can increase the noise by failing

to explain hidden costs that the buyer may incur just once he uses the service or some

features that the buyer did not think about or expected to use signi�cantly (such as

a bank overdraft). The unobserved noise can also come from the small script that is

typically attached to this type of contracts. These clauses are usually not read in the

moment of the purchase and they can be more or less precise. In all these examples,

the buyer cannot assess at the moment of observing the signal how precise it is.

The buyer updates her beliefs in a way similar to (1):

E
h
� j s;e�; e�i = �+ �s� �� e�� �2

�2 + e�2 ;
where e� is the buyer�s conjecture about the noise used by the seller (that has to be
correct in the equilibrium). The seller�s revenues are equal to the expected valuation

that the seller extract from the buyers:

R (�; �) =

+1Z
�1

E
h
� j s;e�; e�i g(s)ds = �+ �� � e�� �2

�2 + e�2 :
Note that the seller extracts from the buyer the expected quality of match plus

how much the buyer is misled into thinking that the product is good. The only

di¤erence with (2) is that the buyer uses her conjecture about the noise e� since the
18



noise is not observable. The noise � does not a¤ect the revenues then. In equilibrium,

when the buyer�s conjecture about the bias used is correct, the seller extracts the

expected match quality � as before.

If buyers do not observe the noise, the authority does not observe it either and

has to estimate it as b�2 = 1

N � 1

NX
i=1

�
"i � b��2 ,

where b� is the estimated bias (3). This estimator is distributed as b�2  �2 (N � 1).
The authority constructs statistics t =

b�b�=pN which, under the null hypothesis of

seller�s innocence � = 0 has t�distribution with N � 1 degrees of freedom. The
authority rejects H0 if

b�b�=pN � t�, where � is the signi�cance level of the test.34

However, for a given bias �, the true distribution of
b�b�=pN is non-central t�distribution

with N � 1 degrees of freedom and non-centrality parameter ncp = �
p
N
�
(denote its

cdf as T ncpN�1).
35 The seller�s costs are

C (�; �) =
�p
N

Z +1

t�

tdT ncpN�1 (t) : (7)

The only di¤erence with costs (4a) is that the normal distribution there is now

replaced with non-central t�distribution. A higher � increases ncp and, therefore,
the distribution T ncpN�1 moves to the right and the integral in (7) goes up. A higher �

has two e¤ects, as before: it makes it less likely for the seller to be found guilty (the

integral in (7) decreases since ncp is lower), but increases the chances of a really large

�ne once he is found guilty (the integral in (7) is multiplied by a higher number).

It is easily shown that costs (7) are decreasing at � = 0 and increasing at � ! +1
and, hence, minimized for some interior �.

The equilibrium then has a similar structure to the one in Section 3 (in particular,

equilibrium bias and noise are complements in the equilibrium) and is found in a

similar way. Now, in the equilibrium � = e� and � = e�. The �rst-order conditions of
34By de�nition, the probability that a random variable following t�distribution with N � 1

degrees of freedom takes a value above t� is equal to �.
35Indeed,

Pr

( b�b�=pN � t�

)
= Pr

8<:
b���
�=
p
N
+ �

�=
p
Nq

N�1
N�1

b�
�

� t�

9=; = Pr

8<:N (0; 1) + �

�=
p
Nq

�2N�1
N�1

� t�

9=; = 1� TncpN�1 (t�) ;

where the last equality is the de�nition of the non-central t�distribution.
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the seller�s pro�t maximization in the equilibrium are

@�(�; �)

@�
=

�2

�2 + �2
� @

@ncp

Z +1

t�

tdT ncpN�1 (t) = 0; (8a)

@�(�; �)

@�
= � 1p

N

Z +1

t�

tdT ncpN�1 (t) +
�

�

@

@ncp

Z +1

t�

tdT ncpN�1 (t) = 0: (8b)

Condition (8b) depends only on ncp = �
p
N
�
(after multiplying it by

p
N) and,

therefore, in the equilibrium the ratio �
�
is chosen to minimize the costs with respect

to the noise. Then, the noise is found from (8a), in which the second term, the

equilibrium marginal costs of bias @
@ncp

R +1
t�

tdT ncpN�1 (t), does not depend on bias and

noise.

With observable noise, �
p
N
�
is also chosen to minimize the costs. Then, � is

found from @�(�;�)
@�

= 0. With unobservable noise, it is the buyer�s conjecture e� that
makes the condition @�(�;�)

@�
= 0 satis�ed. Since the equilibrium e� is equal to �, all the

di¤erence comes from the fact that the authority statistics has normal distribution

in the observable case and non-central t�distribution here. It also means that, when
N increases and costs (7) converge to the costs in the baseline case (4a) since the

non-observability of the noise matters less and less for the authority�s estimation, the

equilibrium then also converges to the equilibrium in the baseline case (5a-5b).

Finally, when the noise is unobserved, there is no o¤-equilibrium events. The

buyer observes only a signal realization and any realization is compatible with any

choice of bias and noise by the seller. The fact that the equilibrium when the noise

is unobservable looks similar to the case when the noise is observable is one of the

main reasons why we focused on the constant conjecture e� (�) in the baseline model
(see fn. 18).

5.2 Informational externalities between sellers

Suppose that, while still buying from a given seller, the buyer also observes a signal

from another seller. For example, the buyer may want to buy only a certain brand

of a mobile phone, say, for aesthetic or compatibility reasons, but she can learn

about some new technical features from the mobile phones of other brands as well.36

Sellers cannot distinguish between buyers who buy from them and those who only

get informed.

There are two sellers, seller 1 and seller 2, each choosing a signal with their

36See Ivanov (2011) for a persuasion model (in which the bias cannot be used) where the buyer
can choose from which seller to buy.
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respective bias and noise. The buyer has the match quality �1  N (�1; �
2
1) with

seller 1 and �2  N (�2; �
2
2) with seller 2. The correlation between �1 and �2 is �� and

the correlation between distortions "1 and "2 is �". The former describes how similar

the two products are. Somebody may be determined to buy an iPhone but knows

that many functional features are similar in the phones of other brands. The latter

re�ects some random changes in the buyer�s mood or attitude towards. A buyer may

have a bad moment and she would then be critical to any information she receives

from the sellers.

Seller i�s signal si is distributed as N (�i + �i; �
2
i + �

2
i ). Having observed signals

from both sellers, s1 and s2, the buyer who buys from seller 1 computes her expected

match quality in the following way (see Appendix for the derivation):

E
h
�1 j s1; s2; �1; �2; e�1; e�2i = �1 + 1+

�22
�22
���

�
��+�"

�1�2
�1�2

�
�
1+

�22
�22

��
1+

�21
�21

�
�
�
��+�"

�1�2
�1�2

�2
�
s1 � �1 � e�1�

+
��

�21
�1�2

��"
�1�2
�22�

1+
�22
�22

��
1+

�21
�21

�
�
�
��+�"

�1�2
�1�2

�2
�
s2 � �2 � e�2� :

(9)

The two sellers move simultaneously. In the equilibrium, when deciding on the

bias and noise, each of them knows the bias and noise of the other but not the

realization of the other seller�s signal. Also, the buyer has correct conjectures about

the biases of both sellers. If seller 1 decides to deviate from the equilibrium to some

bias �1 (when seller 2 does not) his expected revenues are

R1 (�1; �1) =

+1Z
�1

+1Z
�1

E
h
�1 j s1; s2; �1; �2; e�1; e�2i dG (s1) dG (s2)

= �1 +
1 +

�22
�22
� ��

�
�� + �"

�1�2
�1�2

�
�
1 +

�22
�22

��
1 +

�21
�21

�
�
�
�� + �"

�1�2
�1�2

�2 ��1 � e�1� : (10)

The costs are still given by (4b).37

Proposition 4 With informational externalities between the two sellers, when corre-
lation is imperfect, j��j < 1 and j�"j < 1, there is a unique symmetric (pure-strategy)
37Despite the correlation between "1 and "2, the estimator of the bias is still the sample average.

See Casella and Berger (2002), p. 358, ex. 7.18.
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equilibrium

�ei =
1
z�

�eip
N
;

�ei =
�ip
2

s
(�� 1) 1����"

1��2"
+

r
(�� 1)2

�
1����"
1��2"

�2
+ 4�

1��2�
1��2"

(11)

where � is de�ned in Proposition 1.

If the match qualities are perfectly correlated, j��j = �1, there is always equilib-
rium �e1 = �

e
2 = �

e
1 = �

e
2 = 0. If and only if � > 1, there is another equilibrium

38

�ei =
1

z�

�eip
N
;

�ei = �i

s
�� 1
1� �"

:

If the shocks are perfectly correlated, j�"j = �1, if and only if � < 1, there is a
unique symmetric (pure-strategy) equilibrium

�ei =
1

z�

�eip
N
;

�ei = �i

r
�

1� � (1� ��):

The equilibrium bias and noise are complements in the equilibrium.

Proof. See Appendix.

The e¤ects of the correlations �� and �" are sometimes ambiguous when they

are both quite high. If �" is close to zero, then the e¤ect of �� is to decrease the

equilibrium value of bias and noise. This comes from the fact that when �� increases,

the buyer puts a lower weight on the signal of her seller and a higher one on the signal

of the other seller, as can be seen from (9). Then, each seller has less incentives to

bias his signal and, correspondingly, he introduces less noise.

When �� is close to zero, an increase in �" has an opposite e¤ect on the buyer�s

posterior. Indeed, the buyer trusts the signal from her seller more since she knows

something about the realization of the error term through the correlation between

"1 and "2. Then, the seller has more incentives to bias his signal and add noise. It

can be easily checked that �ei and �
e
i in (11) are higher than �

� and �� in (5a-5b)

for �� = 0 and �" 6= 0. Thus, the presence of another seller who sells an unrelated
38A higher � means a higher standard of proof z� (and a lower �); � = 1 corresponds to z� � 1:70

(and � � 4:5%).
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good but with correlated shocks in the communication process decreases welfare. The

seller cannot commit not to bias his signal more and, while the consumers are not

misled in the equilibrium, he ends up paying a higher �ne.39

When the match quality of one seller is perfectly correlated with the one of the

other, j��j = �1, the situation is slightly di¤erent. If one of the sellers does not use
any noise, he perfectly reveals his match quality and, therefore, the match quality of

the other seller. The latter then cannot mislead the buyer and chooses zero bias and

noise. There might be another equilibrium where both sellers do use some bias and

noise and which is the limit of the equilibrium with imperfect correlation (11).

5.3 Credulous buyers

In the baseline model, the buyers are rational and anticipate correctly the bias in-

troduced by the seller. Then, the bias (and the noise) do not harm the buyers in the

equilibrium: each of them pays on average � which is the average match quality.

However, there is extensive empirical evidence about the existence of credulous

buyers. For instance, brokers are usually paid by the consumers but also receive

compensation from the lenders - which in�uence the broker to o¤er the consumer

loan terms or products that are not in the consumer�s interest. However, according

to the FTC (2008), �many consumers purportedly view mortgage brokers as trusted

advisors who shop for the best loan for the consumer�(p. 16). See other examples

in Gabaix and Laibson (2006) and Inderst and Ottaviani (2009) among others.

In this Section, we let some buyers to be credulous and blindly believe the seller�s

signal as in Kartik, Ottaviani, and Squintani (2007). More precisely, a share of

credulous buyers c does not understand that the seller might provide a biased and

imprecise information. Thus, these consumers blindly follow the signal.

The seller�s expected revenues are then

R (�; �) = �+ (1� c)
�
� � e�� �2

�2 + �2
+ c�:

Proposition 5 When there is share c of credulous consumers, the equilibrium bias

and noise are

��c =
�p
N

1

z�

p
�c;

��c = �
p
�c;

39See Meyer and Vickers (1997) for a dynamic model of implicit incentives where informational
externalities between two agents also may reduce welfare.
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where �c =
�(z�� 1

z�
)�z��(z�� 1

z�
)

1��(z�� 1
z�
)+z��(z�� 1

z�
)�c
.40

The equilibrium bias and noise increase with c and are complements in the equi-

librium.

Proof. Similar to the proof of Proposition 1.

As expected, equilibrium bias increases with the share of credulous consumers

since marginal returns to bias are higher. The equilibrium noise also increases since

it is complementary to the bias.

5.4 Punitive damages

Punitive (or exemplary) damages are used often in common law countries. In the US,

both the frequency and the magnitude of punitive damages verdicts has increased

dramatically in recent years (Sunstein, Hastie, Payne, Schkade, and Viscusi (2002)).

We can model them by assuming that the seller is �ned by the amount db� when he
is found guilty, d � 1.41 The cost function (4b) is then multiplied by d. Following

the same steps as in the baseline model, we obtain the equilibrium bias and noise.

Proposition 6 When there are punitive damages d, the equilibrium bias and noise

are

��d =
�p
N

1

z�

p
max f�d; 0g;

��d = �
p
max f�d; 0g;

where �d =
1�d[1��(z�� 1

z�
)+z��(z�� 1

z�
)]

d[1��(z�� 1
z�
)+z��(z�� 1

z�
)]
.

The equilibrium bias and noise decrease with d and are complements in the equi-

librium.

Proof. Similar to the proof of Proposition 1.

When d = 1, we obtain our baseline case results (5a-5b). When the punishment

becomes more severe, that is, d increases, there is less bias and less noise. If d is high

enough, the seller is completely deterred from misleading the buyers.

40If 1 � �
�
z� � 1

z�

�
+ z��

�
z� � 1

z�

�
� c � 0, the seller�s marginal costs in the equilibrium are

smaller then his marginal revenues and, thus, he introduces an in�nite bias.
41We abstract from the fact that in practice it is not very clear how the amount of punitive

damages awarded depends on the harm made. Sunstein, Hastie, Payne, Schkade, and Viscusi
(2002) say that there �...is inability to explain ... various punitive damages verdicts on a rational
basis" (p. 2).
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5.5 Only signals are observed42

In the baseline model above we assumed that the authority knows the quality �i
obtained by each mystery shopper (see Section 2.3). However, the authority may

not have such precise information though it still may know more about them than

about the general population of buyers. For example, mystery shoppers are likely

to be more homogenous, say, young and educated, than the general population of

buyers. To see the e¤ect of information about mystery shoppers on the equilibrium,

suppose that their match qualities are less heterogenous, that is, they are distributed

with variance �2m � �2. The authority observes only signals si obtained by mystery
shoppers which are distributed according to N (�+ �; �2m + �

2). If �2m = 0, we are

back to the baseline model. If �2m = �
2, the authority does not know anything about

mystery shoppers.

The estimated bias is b� = 1

N

NX
i=1

si � �:

The authority tests H0 : � = 0 against H1 : � > 0 and punishes the seller only

when H0 is rejected. The estimator b� is distributed as b�  N
�
�; �

2
m+�

2

N

�
. In a way

similar to (4b), the seller�s costs can be written as

C (�; �) = �

 
1� �

 
z� �

�
p
Np

�2m + �
2

!!
+

p
�2m + �

2

p
N

�

 
z� �

�
p
Np

�2m + �
2

!
: (12)

The seller�s problem, to maximize revenues (2) minus costs (12), is similar to the

one in Section 3. However, the condition guaranteeing that it is locally concave has

to be more restrictive. Intuitively, a higher �2m makes the costs less responsive to the

bias (i.e. it is harder to �ne the seller). It is possible then that the seller prefers to

introduce an in�nite bias coupled with in�nite noise. Introducing punitive damages

d as in Section 5.4 restores the concavity.

Proposition 7 If only signals are observed (and there are punitive damages d), the
equilibrium bias and noise are

42The third possibility, namely, that only quality of the match is observed (or can be used in court)
does not help here: since all consumers buy for all signal realizations, the ex post distribution of
quality is the same as the prior one. This would be di¤erent if consumers buy only above a certain
threshold as in Section 4.
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� If �d � 0;

��s =

p
�2m + �

2�dp
N

1

z�
;

��s = �
p
�d:

The equilibrium bias is higher, ��s > �
�
d, and the noise is the same, �

�
s = �

�
d, as

in the case when both signals and match qualities are observed.

The equilibrium bias and noise are complements in the equilibrium.

� If �d < 0; ��s = 0 and ��s is found from

1� d
 
1� �

 
z� �

�
p
N

�m

!
+ z��

 
z� �

�
p
N

�m

!!
= 0 (13)

Proof. See Appendix.43

A higher heterogeneity of mystery shoppers, �2m, makes it more di¢ cult to convict

the seller and the equilibrium bias increases.44 The equilibrium noise does not change.

This perhaps counterintuitive result has the same explanation as the one of the

equilibrium noise not depending on the sample size N in Corollary 1. The minimum

costs with respect to the noise are obtained when �
p
Np

�2m+�
2
= 1

z�
. The noise is then

found from �2

�2+�2
= d

�
1� �

�
z� � 1

z�

�
+ z��

�
z� � 1

z�

��
, where the right hand side

is the equilibrium marginal costs of bias that do not depend on �2m.

5.6 Natural noise in the communication

Suppose there is a natural noise in the communication v2. For example, the commu-

nication is always imperfect unless the seller makes it better, possibly, at some e¤ort

costs. Then, the error term " is distributed as "  N (�; v2 + �2). Let us consider

two polar cases. First, suppose that the e¤ort costs are zero, that is, the seller can set

�2 equal to �v2 making communication perfect at no cost. The seller�s problem with
respect to noise can be thought of as choosing the total variance v2+�2 and its equi-

librium level will be the same as in baseline model (5b), that is,
p
v2 + ��2 = �

p
�.

The equilibrium bias will also be the same as in the baseline model (5a).

43The second-order conditions in the �rst part are satis�ed if, for example, z� < 2:436 (as in

Proposition 1) and
�
1� �2m

�2

�
d � 1. Requiring a lower threshold for z� allows to decrease the

necessary d, see the proof for the exact condition.
44In case of �d > 0 this is clear from the expression of ��s. In case �d < 0 it holds since the

derivative of (13) with respect to �2m is positive.
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The opposite case is when the e¤ort costs are so high that the seller never chooses

a negative �2. The seller�s problem with respect to noise is choosing the total variance

v2+�2 with the constraint �2 � 0. If the (unconstrained) equilibrium noise �� (5b) is
higher than v2, then this constraint is not binding and the equilibrium is not a¤ected.

Otherwise, the equilibrium becomes �� = 0 (that is, the variance of the error term is

at its lowest level v2) and the equilibrium bias is found from the �rst-order condition

(14a) when � = v.

6 Conclusion

In this paper we investigated seller�s incentives to provide (un)biased and (un)informative

advice and the resulting equilibrium communication. We found that the biasing the

advice and making it more noisy are complements: the seller employs says either an

exact truth or a vague lie. For example, a higher buyers�heterogeneity, a higher stan-

dard of proof employed by the authority and a higher share of credulous consumers

make the signal chosen by the seller more biased and less precise.

An interesting direction for future work is to characterize the optimal policy of

the authority as is done in the literature on law and economics that studies optimal

punishments when courts or regulators have imperfect information about the actions

taken by the defendants.45 In our model, a policy is described by three parameters:

the number of consumers sampled N , the standard of proof used when establishing

if the seller is guilty z� and the size of the �ne in relation to the estimated bias d.

We have taken these parameters as given and found that the comparative statics

are intuitive: a higher N , a lower z� and a higher d reduce the equilibrium bias.

This poses the question of why the authority does not set them up at the level that

would completely deter the seller from biasing the signal. The reason is that there

are of course costs of a strict policy. Surveying a lot of consumers, that is, a high

N , is costly in monetary terms; a lower standard of proof z� makes conviction of

innocent sellers more likely and higher punitive damages d make innocent sellers pay

a higher �ne. Extending the model to incorporate these costs may produce relevant

and realistic recommendations on the optimal policy.

45See Johnston (1987) for a seminal paper and also Lando (2002), Demougin and Fluet (2006),
Demougin and Fluet (2008) and Fluet (2010) for more recent ones.
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7 Appendix

Proof of Lemma 1. The �rst derivative of (4b) with respect to � is

@C (�; �)

@�
= 1� �

 
z� �

�
p
N

�

!
+ z��

 
z� �

�
p
N

�

!

and it is always positive. The �rst derivative of (4b) with respect to � is

@C (�; �)

@�
=

1p
N
�

 
z� �

�
p
N

�

!"
1� �

p
N

�
z�

#

and it is negative for � < �
p
Nz� and it is positive for � > �

p
Nz�.

Proof of Proposition 1. The �rst-order conditions of the seller�s problem with

respect to � and �, respectively, are

�2

�2 + �2
�
 
1� �

 
z� �

�
p
N

�

!
+ z��

 
z� �

�
p
N

�

!!
= 0 (14a)

�
�
� � e�� 2��2

(�2 + �2)2
� 1p

N
�

 
z� �

�
p
N

�

!"
1� �

p
N

�
z�

#
= 0 (14b)

In the equilibrium � = e� and from (14b) �pN
�
= 1

z�
. Plug this into (14a) to obtain

�� and then ��.

To check the second-order conditions, di¤erentiate (14a) with respect to � to

obtain @2�
@�2

and (14b) with respect to � and � to obtain @2�
@�2

and @2�
@�@�

, respectively:

@2�

@�2
= �

p
N

�
�

 
z� �

�
p
N

�

! 
1� �

p
N

�
z� + z

2
�

!
@2�

@�2
= �

�
� � e�� �2 � 3�2

(�2 + �2)3
� �

2
p
N

�3
�

 
z� �

�
p
N

�

! 
1� �

p
N

�
z� + z

2
�

!
@2�

@�@�
= � 2��2

(�2 + �2)2
+
�
p
N

�2
�

 
z� �

�
p
N

�

! 
1� �

p
N

�
z� + z

2
�

!
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In the equilibrium � = �� = e� and ��
p
N

�� = 1
z�
so these derivatives become

@2�

@�2
= �

p
N

��
�

�
z� �

1

z�

�
z2� < 0

@2�

@�2
= ��

�2pN
��3

�

�
z� �

1

z�

�
z2� < 0

@2�

@�@�
= � 2���2

(�2 + ��2)2
+
��
p
N

��2
�

�
z� �

1

z�

�
z2�

Check that the determinant of the Hessian is positive:

@2�

@�2
@2�

@�2
�
�
@2�

@�@�

�2
=

��2N

��4
�2
�
z� �

1

z�

�
z4� �

�
2���2

(�2 + ��2)2

�2
+

4���2

(�2 + ��2)2
��
p
N

�2
�

�
z� �

1

z�

�
z2� �

��2N

��4
�2
�
z� �

1

z�

�
z4�

=
4�2

(�2 + ��2)2

 
��
p
N

��2
�

�
z� �

1

z�

�
z2� �

���2

(�2 + ��2)2

!

=
4�2

�� (�2 + ��2)2

�
�

�
z� �

1

z�

�
z� �

�

(1 + �)2

�

It is positive for z� < 2:436, i.e., � > 0:75%.

These are only local second-order conditions. In our candidate equilibrium, i.e., if

the seller�s bias and buyer�s conjecture are (5a) and the noise is (5b), the seller earns

� minus the costs. Then, he might prefer to deviate in the following way: stop the

communication by introducing in�nite noise, in which case the buyer disregards the

signal and the revenues are still �, and introduce an in�nite negative bias in order

to drive the costs to zero.46 This deviation is not feasible because the seller chooses

both bias and noise from a bounded interval. Usually, indeed, the seller is obliged

to provide some minimal amount of information about the product; in other words,

there is an upper bound on �. While a small negative bias can be interpreted as

�modesty�, an in�nite one is clearly unrealistic.

Proof of Proposition 2. The �rst-order conditions of the seller�s problem with

46For a negative or zero bias the costs are strictly increasing in the noise, see the proof of Lemma
1.
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respect to � and �, respectively, are

�g
�
�+ e��� 1� � z� � �pN

�

!
+ z��

 
z� �

�
p
N

�

!!
= 0 (15a)

���g(�+ e�) � � e�
�2 + �2

� 1p
N
�

 
z� �

�
p
N

�

!"
1� �

p
N

�
z�

#
= 0 (15b)

In the equilibrium, � = e� . From (15b) �
p
N
�
= 1

z�
as in Section 3. Plug this into

(15a) to obtain ��p and then �
�
p.

To check the second-order conditions, we di¤erentiate (15a) with respect to � and

� to obtain @2�
@�2

and @2�
@�@�

, respectively and (15b) with respect to � to obtain @2�
@�2
:

@2�

@�2
= �g(�+ e�) e� � �

�2 + �2
�
p
N

�
�

 
z� �

�
p
N

�

! 
1 + z�

 
z� �

�
p
N

�

!!

@2�

@�2
= ��g(�+ e�) � � e�

�2 + �2

2641 + �2
0B@
�e� � ��2 � 3 (�2 + �2)

(�2 + �2)2

1CA
375

��
2

�2

p
N

�
�

 
z� �

�
p
N

�

!"
1 + z�

 
z� �

�
p
N

�

!#

@2�

@�@�
= ��g(�+ e�)

�e� � ��2 � (�2 + �2)
(�2 + �2)2

+
�
p
N

�2
�

 
z� �

�
p
N

�

! 
1 + z�

 
z� �

�
p
N

�

!!

In equilibrium, � = ��p = e� and ��p
p
N

��p
= 1

z�
so these derivatives become:

@2�

@�2
= �z

2
�

p
N

��p
�

�
z� �

1

z�

�
< 0

@2�

@�2
= �

z��
�
p

��2p
�

�
z� �

1

z�

�
< 0

@2�

@�@�
= ����pg(�+ ��p)

1

�2 + ��2p
+
z�
��p
�

�
z� �

1

z�

�
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Figure 2: In both shaded areas the second-order conditions are satis�ed and ��p and

��p are positive, that is,
�2

2��2
� �2 > 0. In the dark shaded area @��p

@z�
is positive.

The determinant of the Hessian, @
2�
@�2

@2�
@�2

�
�
@2�
@�@�

�2
, is equal to

z2�
p
N

��p

z��
�
p

��2p
�

�
z� �

1

z�

�2
�
�
z�
��p
�

�
z� �

1

z�

�
� ���pg(�+ ��p)

1

�2 + ��2p

�2
= 2

�g(�+ ��p)

�2 + ��2p
z��

�
z� �

1

z�

�
�
�
���pg(�+ �

�
p)

�2 + ��2p

�2
=

�q
2�
�
�2 + ��2p

� �
�2 + ��2p

� �2z���z� � 1

z�

�
�

��2p �

�2 + ��2p

�

=
2��2�3 � �2

h
1� �

�
z� � 1

z�

�
� z��

�
z� � 1

z�

�i
�
p
2�
�
�2 + ��2p

� 3
2

Its sign is the one of the numerator. In Figure 2 we plot the parameter range for which

it is positive and, therefore, the second-order conditions are satis�ed. In particular,

they are satis�ed if z� � 1:09 (i.e., � � 13:79%), in which case 1 � �
�
z� � 1

z�

�
�

z��
�
z� � 1

z�

�
< 0.

Proof of Corollary 2. Consider the e¤ect of z�. Since @�
@z�

= �z2��
�
z� � 1

z�

�
< 0,
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@��p
@z�

> 0. The e¤ect on the equilibrium bias is more involved:

@��p
@z�

=

q
�2

2��2
� �2

z2�
p
N

24�2z3��
�
z� � 1

z�

�
�
�
�2 � 2��2�2

� � 1
35 :

Since �2

�22�
> �2 for the bias to be positive, @�

@z�
is positive if:

2��3�2 > �2
�
�� z3��

�
z� �

1

z�

��
:

In Figure 2 we plot the parameter range for which this inequality holds. In

particular, it holds if z� � 1:29 (i.e., � � 9:85%) in which case ��z3��
�
z� � 1

z�

�
< 0.

The remaining comparative statics are straightforward.

Proof of Proposition 3. The �rst-order conditions of the seller�s problem with

respect to � and �, respectively, are

pg (s)�
 
1� �

 
z� �

�
p
N

�

!
+ z��

 
z� �

�
p
N

�

!!
= 0(17a)

�p�g(s)
"
� � e�
�2 + �2

+
p� �
�2

#
� 1p

N
�

 
z� �

�
p
N

�

!"
1� �

p
N

�
z�

#
= 0(17b)

In the equilibrium, � = e� . If p > (<)� then 1p
Nz�

< (>)�
�
in order for (17b) to hold.

Derivation of the buyer�s posterior in Section 5.2. See Theil (1971), ch. 4.7,

for the details of the derivation of posterior in the multivariate normal case.

Let us write the covariance matrix of �1, s1 and s2. Using

Cov (�1; s1) = Cov (�1; �1 + "1) = V ar (�1) = �
2
1

Cov (�1; s2) = Cov (�1; �2 + "2) = Cov (�1; �2) = ���1�2

Cov (s1; s2) = Cov (�1 + "1; �2 + "2) = Cov (�1; �2) + Cov ("1; "2) = ���1�2 + �"�1�2
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the matrix is

�1 s1 s2

�1 �21 �21 ���1�2

s1 �21 �21 + �
2
1 ���1�2 + �"�1�2

s2 ���1�2 ���1�2 + �"�1�2 �22 + �
2
2

Denote the covariance matrix of s1 and s2 as � and �nd its inverse:

��1 =
1

det (�)

 
�22 + �

2
2 ����1�2 � �"�1�2

����1�2 � �"�1�2 �21 + �
2
1

!
;

where det (�) = (�22 + �
2
2) (�

2
1 + �

2
1) � (���1�2 + �"�1�2)

2. The expectation of �1
conditional on s1 and s2, E

h
�1 j s1; s2; �1; �2; e�1; e�2i, equals to
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1 +

�21
�21

�
�
�
�� + �"

�1�2
�1�2

�2 �s2 � �2 � e�2� :

Proof of Proposition 4.

Seller 1 maximizes revenues (10) minus costs (4b) taking �2 as given. In the

equilibrium �1 = e�1 and, as in the proof of Proposition 1, �1pN�1 = 1
z�
. The �rst-order

condition with respect to the bias becomes

1 +
�22
�22
� ��

�
�� + �"

�1�2
�1�2

�
�
1 +

�22
�22

��
1 +

�21
�21

�
�
�
�� + �"

�1�2
�1�2

�2 = 1� ��z� � 1

z�

�
+ z��

�
z� �

1

z�

�
: (18)
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Note that (18) is symmetric in �normalized�noises �1
�1
and �2

�2
. To �nd symmetric

equilibria, denote e� = �1
�1
= �2

�2
and rewrite (18) as

�
1� �2"

�e�4 � (�� 1) (1� ���")e�2 � � �1� �2�� = 0
which is a quadratic equation in e�2 (unless �" = �1) (� is de�ned in Proposition 1).
It has two roots of opposite signs and the positive root is

e�2 = (�� 1) (1� ���") +
q
(�� 1)2 (1� ���")

2 + 4� (1� �2�) (1� �2")
2 (1� �2")

:

Considering the cases of �" = �1 and �� = �1 is straightforward.

We could not prove the absence of asymmetric equilibria; however, we have not

encountered them in many numerical examples that we plotted.47

The second-order conditions are di¢ cult to check but they are satis�ed, by con-

tinuity, at least for �" and �� close to zero.

Proof of Proposition 7. The proof is similar to the one of Proposition 1. The

�rst-order conditions of the seller�s problem with respect to � and �, respectively, are

�2

�2 + �2
� d

 
1� �

 
z� �

�
p
Np

�2m + �
2

!
+ z��

 
z� �

�
p
Np

�2m + �
2

!!
= 0(19a)

�
�
� � e�� 2��2

(�2 + �2)2
� d 1p

N
�

 
z� �

�
p
Np

�2m + �
2

!"
1� �

p
Np

�2m + �
2
z�

#
�p

�2m + �
2
= 0(19b)

In the equilibrium � = e� and from (19b) �
p
Np

�2m+�
2
= 1

z�
. Plug this into (19a) to

obtain ��s. If �d � 0, then ��s = �
p
�d and so �

�
s =

p
�2m+�

�2
sp

N
1
z�
=

p
�2m+�

2�dp
N

1
z�
. If

�d < 0, ��s = 0 and (19a) determines �
�
s.

To check the second-order conditions, di¤erentiate (19a) with respect to � to

47To �nd asymmetric equilibria (or to prove that they do not exist), denote e�1 = �1
�1
and e�2 = �2

�2
.

The reaction curve e�1 (e�2) can be found from rewriting (18) as

e�21 �1 + e�22 �1� �2"��+ (�� 1)e�1e�2���" � ��1� �2� + e�22� = 0:
Equilibria are its intersections with the (symmetric) reaction curve e�2 (e�1).
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obtain @2�
@�2

and (19b) with respect to � and � to obtain @2�
@�2

and @2�
@�@�

, respectively:
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Let us �rst show that second-order condition is satis�ed when �d = 1�d�
d�

< 0,

where � = 1 � �
�
z� � 1

z�

�
+ z��

�
z� � 1

z�

�
. For this we need @2�

@�2
< 0, that is,

1� ��
p
N

�m
z� + z

2
� > 0. Take d such that (19a) yields �

� = 0, that is, (19a) is written

as 1� d� = 0. This is the highest d for which we have an interior equilibrium, that
is, when ��

p
Np

�2m+�
�2
= 1

z�
. Increase d. The optimal noise �� is still zero, and so we have

a problem with one variable �. Since di¤erentiating (19a) with respect to d gives

�� < 0, �� decreases with d. Then, ��
p
N

�m
< 1

z�
. This implies z� + 1

z�
� ��

p
N

�m
> 0

and so @2�
@�2

< 0.

Now consider the interior equilibrium. We have � = �� = e� and ��
p
Np

�2+��2
= 1

z�
so

the second cross-derivatives become
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Check that the determinant of the Hessian is positive (omit the argument in
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It is positive if and only if �z� � �
�
�2m
�2
d�+ 1� d�

�
> 0.

A higher d decreases �
2
m

�2
d�+1�d� since �2m � �2 making the determinant higher.

In the baseline model, the sign of the determinant is determined by �z� � �
(1+�)2

(see the proof of Proposition 1). Note that �
(1+�)2

= � (1� �) and, therefore, the
sign of the determinant here is the same as in the baseline model if and only if
�2m
�2
d� + 1 � d� = 1 � �, that is,

�
1� �2m

�2

�
d = 1. A su¢ cient condition is then�

1� �2m
�2

�
d � 1.
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