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ABSTRACT

When bigger isn’t better: Bail outs and bank behaviour*

The traditional theory of commercial banking explains maturity transformation
and liquidity provision assuming no asymmetric information and no excess
profits. It captures the possibility of bank runs and business cycle risk; but it
ignores the moral hazard problems connected with risk-taking by large banks
counting on state bail outs. In this paper market concentration and risk-shifting
Is incorporated in an analytically tractable fashion; and the modified framework
IS used to consider measures to restore competition and stability--including, in
particular, those recommended for the UK by the Independent Commission on
Banking (2011), chaired by Sir John Vickers.
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‘Expansion in the variety of intermediaries and financial transactions has major
benefits...[But] it has potential downsides ... to do with incentives . Rajan (2005)

Following the financial crisis that began in 2007 the Independent Commission on Banking
(ICB) was established in June 2010, charged to make recommendations on structural
measures to promote stability and competition in UK banking for the benefit of consumers
and businesses. As a contribution to this debate?, this paper starts from the classic model of
banking — which analyses how banks achieve maturity transformation and provide liquidity
services — and shows how it may be adapted to address the issues examined by the ICB. It
concludes with an overview of policy options, based on this modified model of banking,

including the recommendations of the Commission in their Final Report.

Current theory, initially developed by Bryant (1980) and Diamond Dybvig (1983), shows
how a bank can alocate its portfolio between aliquid short asset and a higher yielding,
illiquid long asset so as to achieve maturity transformation; and how — by exploiting the law
of large numbers -- it can offer all consumers insurance against liquidity shocks. But this
literature assumes that there is free entry into the banking sector, so ‘ competition among the
banks forces them to maximise the expected utility of the typical depositor subject to azero
profit constraint’, Allen and Gale (2007, p.72).

Such an assumption may have been appropriate for banks in the United States for half a
century after the passage of legisation in the late 1920s and 1930s. As Haldane (2010) notes,
the restrictions on interstate banking imposed in 1927 seemed reasonably effective in
controlling the size of the banking industry — at least until deregulation starting in the early
1980s; and the passage of the Glass-Steagall Act separating commercia and investment
banking® seems to have succeeded in limiting concentration — at least until the passage of
Gramm-Leach-Bliley Act of 1999. While the assumptions of perfect competition and
utilitarian banking may have been appropriate for US banking when the traditional theory
was first developed, the increase in both the volume of bank assets relative to GDP and in
industry concentration since the early 1990s suggests thisis no longer true. What about the
UK?

2 A previous version of this paper, attached as an Annex to Miller et al. (2010), was submitted in response to the
ICB’scall for evidence. Submissions are available at

http://bankingcommi ssion.independent.gov.uk/bankingcommissi on/responses/

3 Asdiscussed in historical detail in Brands (2008), for example.




Two salient characteristics of UK banking are that the key players are universal banks* and
that the industry is concentrated, ‘ especially in the retail and commercial sector, where the
top six banks account for 88% of retail deposits ICB (2010, p.9). Two other noticeable
features are the rapid expansion of balance sheets prior to the crisis; and theincreasein
measured value added, especially in profits. As can be seen from Chart 1, banking assets
doubled relative to GDP since 1990, rising to more than five times annual GDP —which
represents a 10-fold increase above the long run historical average of around 50%.

00

Parcentage (%)

Source: Sheppard, D. K (1971) and Bank of England

Nofe: The definttion of UK banking sector assefs used in the series is broader after 1968, but using a narrower
definition throughout gives the same growth profile

Chart 1: UK banking sector as % of GDP.

Evidence of the sharp rise in the measured contribution of banking to national income in the
run-up to the financial crisisis provided by Haldane et a. (2010), whereit is reported that,
using conventional measures of value added:

In 2007, financid intermediation accounted for more than 8% of total GV A, compared
with 5% in 1970. The gross operating surpluses of financial intermediaries show an
even more dramatic trend. Between 1948 and 1978, intermediation accounted on
average for around 1.5% of whole economy profits. By 2008, that ratio had risen
tenfold to about 15% (See Chart).

*i.e. they combine both categories of banking - retail & commercial and wholesale & investment



Chart 2 Gross operating surplus of
UK private financial corporations (%
of total)
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Sources: ONSand Bank calculations._

Perhaps the most extraordinary feature is, however, that the recent rapid expansion of balance
sheets and profitability — what could be termed a productivity miracle -- was accompanied by
an apparent reduction in the riskiness of bank portfolios. Asshown in Chart 3, the doubling
of leverage from the late 1990s until just before the crisis was accompanied by a halving of
the fraction of risk-weighted assets. For the period 2005-2008, leverage was around 40 for

UK banks on average, considerably higher for some.

Ex-post, this equity cushion turned out to be far too low for the risks actually taken.
According to figures from Haldane and Alessandri (2009, Annex, Table 1) official support
financial running to 74 % of GDP (including capital injections of more than 5% of GDP) had
to be supplied to prevent banking collapse. (They also describe five profit-making strategies -
- including taking on tail risk - that contributed to these losses and may have been induced by

expectations of state support.)
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Chart 3: Leverage and risk-taking in UK banks.

To extend amodel of consumer-driven bank crisis to accommodate concentration and
socially inefficient risk-taking -- atask that involves grafting the gambling mode! of
Hellman et al. (2000) onto the base-line model of Allen and Gale (2007) —we modify the
traditional theory of banking in three respects. First, by alowing for market concentration --
monopoly in particular — and capitalising these profitsinto ‘ seigniorage’ ; second, by
alowing for ‘tail-risk’ investment by banks not perceived by outsiders on account of
asymmetric information. The former transfers the social benefits of banking from depositors
to bank shareholders. The latter increases thistransfer to include the upside of risky
investments whose downside is borne by others. Third we include regulatory activity in the
form of required capital, real time monitoring— and ‘bail outs for big banks. Thisisthe
framework we use to examine measures designed to address the problems posed by lack of
competition and excessive risk-taking — the proposals of the ICB in particular.

The model used in this paper is admittedly stylised and abstract. Thereis, of course,

extensive literature on the market structure of the financial sector from the perspective



of industrial organisation, as succinctly summarised in Allen and Gale (2000) and

Freixas and Rochet (2008), for example.

Recent research has, however, turned to network theory to analyse the structure of
banking system, focusing on how inter-bank connectivity affects the transmission of
systemic risk. Using random graphs, Gai and Kapadia (2010a) and May and
Arinaminpathy (2010) study the stability of the banking system and find that it is
typically “robust-yet-fragile” (robust to the failures of periphery banks but fragile to
attacks on the highly connected banks); while Gai and Kapadia (2010b) show how
liquidity hoarding can spread through the whole system. For given regulatory regimes,
Sui (2010) shows how a core-periphery structure which exhibits “ robust-yet-fragile”
stability can arise endogenously; and analyses the appropriate policy responses to
minimise systemic risk. All these studies indicate that some kind of “structural
concentration” isimportant in explaining how bank failures can become systemic.> Our
paper does not ook at how concentration can arise: we take it as given and investigate

how it may impact on banks' incentives to behave prudently.

The paper is organised as follows. Section 1 sets up the competitive banking model and
modifiesit to allow for market concentration. Section 2 considers the effect of a
productivity shock on the profitability of a monopoly bank. In Section 3, we introduce
more risky investment opportunities available to a monopoly bank and, in Section 4, we
investigate whether the franchise value and/or loss-absorbing capital can ensure prudent
behaviour. Section 5 looks at how introducing real-time monitoring can reduce
minimum capital requirements. Section 6 extends the model to varying degrees of
concentration to show how the acceptance that some banks are “ Too Big To Fail” can
undermine prudential banking. Section 7 discusses the policy implications for banking
reform and looks at the ICB proposalsin particular. Section 8 concludes.

1. Utilitarian Banking: competition and concentration

To fix ideas, we first use the basic three-date model with ‘early and late’ consumers to see

how market concentration affects bank profitability. This is done by comparing the optimal

® Policy measures in light of network-related research are discussed in Haldane and May (2011) who
emphasise the for regulatory requirements to target systemic stability.



‘take it or leave it’ deposit contract offered by a monopoly bank with the competitive

equivalent.

Following Bryant (1980), Diamond and Dybvig (1983), and Allen and Gale (2007), each
round has three dates, t = 0,1,2. There are two assets available to the bank, short and long,
all associated with constant return to scale technology. The short asset — representing
accessible storage — lasts only one period, and converts one unit of good today into one unit
tomorrow. The long asset — representing illiquid but productive investment — takes two
periods to mature, and convertsone unit invested att =0into R > 1 unitsat t = 2 later. There
is a continuum of ex ante identical consumers (depositors) with measure 1, each endowed
with one unit of good at t = 0. At t = 1, the types of depositors are known, a fraction
0 < A < 1 of them being early consumers who derive utility from consumption only at t = 1;

and 1 — A fraction being late consumers who derive utility from consumption at t = 2.
The ex ante utility of depositorsis
U(cy,¢3) =AU (cy) + (1 = DU(c2) )

where c¢; and c, are consumptions for early and late consumers, while U(.) is strictly

increasing and strictly concave.

Before seeing what a bank can offer, consider what capital markets may achieve in the
absence of contingent contracts. Assume specifically that potential depositors can, after the
realisation of types, exchange their endowments with each other for early and late
consumption goods in capital markets® to ensurethat (c;, ¢,) = (1,R). Thisimpliesan

‘outside option’ which generates utility of
U=AU1)+ 1 -21D)UR). (2)

For depositors to participate in banking, the utility from the deposit contract offered should
be at least at the level of this outside option,

AU(e1) + (1 =DU(cx) 2 U. ©)

The other incentive constraint is that the banking contract should be able to separate early and
late consumers (so late consumers have no incentive to withdraw earlier), so

® See Allen and Gale (2007, pp60-64) for discussion of such a market equilibrium.



Cy = (. 4)

Returns from short and long assets are used to finance early and late consumptions as follows

x = A )
and
1-xR=>21A -V, (6)

The sequence of eventsissuch that at t = 0, abank offers acontract (¢4, ¢c,) in exchange for
the depositor’ s endowment. At t = 1, the types of the depositors are realised: and, if they are

the early consumers, they receive c;. At t = 2, the late consumers receive consumption c,.

1.1 Competitive Banking

Before proceeding to monopoly case, we first summarise results under perfect competition.

Proposition 1: The optimal competitive banking contract (cj, c¢;) satisfies thefirst order

condition for social efficiency, ZEZ% = R, and the zero profit condition, (1 — Ac;)R —
2

(1 — A)c, = 0. For aconstant relative risk averse utility function and risk aversion at least 1,

this contract hasthe featurethat: 1 <c¢; <c, <R.

The argument for this proposition, and the properties of the equilibrium, are outlined in detall
in Allen and Gale (2007, Chap 3.3). As Diamond and Dybvig (1983) have shown, however,
such amodel isproneto a‘bank run’ if early liquidation of the long asset incurs losses and if
thereisasequentia service constraint on withdrawal of depositsin t=1. Although thisis not a
feature we discuss in this paper, it was such abank run that precipitated the demise of
Northern Rock, as discussed in Dewatripoint et a. (2010, p.87-88).

The competitive banking solution isillustrated in Figure 1, where the horizontal axis
represents consumption in date 1 and the vertical the consumption at date 2, and the
indifference curves represent expected utility of the average depositor. The participation
constraint on banking outcomes is indicated by the downward sloping convex curve passing
through the point (1, R) labelled Market Equilibrium: so feasible deposit contracts are
restricted to consumption points in the convex set defined by (3). The downward sloping

straight line [, passing through the Market Equilibrium indicates the resource constraint



applying to banking equilibria. Bank profitability iszero on [, (but positive on positive on [,
i.e. when the line is shifted to the left).

The competitive contract isillustrated at point A in the figure, where the indifference curve
(iso-EV) istangent to the zero profit line (1,)). For risk aversion greater than 1, it can be seen

that].sc:lSCzSR.

Inter-temporal

%
A efficiency
R " condition
1-2 45 0
Competitive

banking

Participation
s constraint
i Monopoly
banking

v

Figure 1. Competitive and monopoly banking

As Bolton and Dewatripont (2005, pp. 112) point out: ‘Modigliani and Miller (MM) theorem
(1958) states that capital structure (in other words, the form and source of financing) is
irrelevant for firms' investment decisions when there are no tax distortions, transactions
costs, agency problems, or asymmetries of information).” In the standard model of
competitive banking discussed above, the capital structure may indeed be varied without any
implications for the asset side of the balance sheet: and Diamond and Dybvig's (1983) model
of debt-financed banking was promptly complemented by Jacklin’s (1987) version of pure
equity banking. The MM Theorem applies because of the assumptions of perfect competition,

full information and no risk.



[Where the bank is fully equity financed, with the shareholders paid dividends in each period,

one finds:
Cost of Capital =d,/(1 —d,)

where d; isthe per share dividend paid to all shareholdersin period I, i.e., the cost of capital
is the second period dividend per unit invested -- corrected for the interim dividend paid out
in period 1. With perfect competition and no risk, this will match the return on capital, R.]

1.2 Monopoly Banking

‘It iswell known that financial intermediaries can extract rents by exploiting monopoly
power through some combination of market share, collusion and barrier to entry’ observes
Paul Woolley (2010, page 124) in The Future of Finance. This can be accommodated in the
traditional banking model without much difficulty by alowing for positive profits, asin
Chan and Velasco (2001).. Here we explicitly consider the case of monopoly: in addition to

being analytically tractable, this has the implication that any failure will be *systemic’.

A risk-neutral monopoly bank is assumed to maximise its undiscounted, one round, profits

by choosing a suitable deposit contract (c,, ¢;) and investment in short asset, x, i.e
II=max, {x + (1—=x)R—Ac; — (1 — Ny}, (7

The first two terms from the profit function are returns from the short and long assets

respectively, and the last two terms represent early and late consumption bundles.

The optimal deposit contract is determined when the monopoly bank maximises its profitsin
(7) subject to constraints (3)—(6). Since the short asset earns lower returns, the bank will

have incentive to minimise its holding of x. Thisimplies that (5) must aways be binding, i.e.
x =, (5)

Replacing x using (5’), the above problem can be rewritten as

I = max., ., {(1—4c;)R — (1 — A)c,} (7)
subject to
(1-2c)R=(1 - A, (6")

10



plus (3) and (4).
The outcome with monopoly can be characterised as follows:
Proposition 2:

The optimal monopoly banking contract (cj, c;) satisfies thefirst order condition for inter-

temporal efficiency, % = R, and the participation constraint, AU(c;) + (1 —A)U(c;) =
2

U. This contract existsif and only if

R
Usv (1—A+AR)' (8
and it must satisfy ¢; > c7.

Proof: The existence condition istrivial because otherwise the feasible set is empty. When
(8) isgiven by astrict inequality, constraint (6’) is not binding while (3) binds. In this case,
U'ten) _

thefirst order condition is given bym = R, whichimpliesc; > c; sinceR > 1 and the
2

utility function is strictly concave. QED

Thus the monopoly bank uses its market power to deny depositors any of the welfare gains
available to risk pooling. This monopoly solution is shown at point B in Figure 1. Profit
maximisation subject to the participation constraint is achieved when the profit function [, is
tangent to the indifference curve of the depositor’s ex ante utility function, AU (cy) +
(1-)U(c) = U.

As regards the distribution of monopoly profits, we assume that these accrueto alimited
number of shareholders. Thus, while all members of the population have the same unit
endowment of goods, asmall fraction of the population, 0 << 1, are dso entitled to sharein

the profits of the monopoly bank.

Thefina outcome, as shown in the figure, is one of inter-temporal efficiency but income
inequality. The majority of the population will expect to achieve the utility associated with no
banking, being constrained to consume at point B on the participation constraint.
Shareholders, however, will expect to consume an additional amount which takes them to
point S, which is the sum of the contract offered by the monopoly bank and their entitlement

as shareholders. See Appendix B for further discussion.

11



2. Productivity shock: Miracle or Mirage?

The extraordinary increase in the size of UK financial services has been noted above. Could
this reflect the capture by intermediaries of greater returns available on lending after a
positive ‘ productivity’ shock? Not in our benchmark model, even for a monopoly bank, if the
productivity gains can be realised outside the banking sector. In that case, theincreasein R,
the rate of return on investments, will lead to a greater allocation of resources to investment —
but the benefits will be passed on to depositors because he productivity miracle also leads to
arisein the value of the outside option.

These effects can be seen in the Figure 2 where a productivity shock which raisesRto R’
swivels the budget line clockwise (as the vertical intercept increases from R/(1-A) to R’(1-1))
and swivels the locus of inter-temporal efficiency anti-clockwise. Under the assumption that
the outside option is no longer the old market equilibrium at (1, R), butisnow (1, R’), i.e. it
moves from N to N’, the competitive banking contract would shift from A to A’, while the

profit maximising contract moves from B to B’.

12
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Figure 2. A ‘productivity miracle’: outside options and profitability

In discussing the extraordinary expansion of the financial sector in the US just before the

financial crisis, Reinhart and Rogoff (2009, p.210) comment:

The size of the USfinancial sector more than doubled, from an average of 4% of GDP
in the mid-1970s to amost 8% of GDP by 2007... Leadersin the financial sector
argued that in fact their high returns were the result of innovation and genuine value-
added products, and they tended to grossly understate the latent risks their firms were
undertaking.

But if, as suggested by those in the financia sector, the productivity gains had their origin
within the banking industry, then the outside option should surely remain where it was, i.e.

13



passing through N in Figure 2. Thiswould permit banks to increase their profits substantially
(asindicated by the distance from B’ to B'") at least for awhile — rather like the monopoly
profits permitted under patent law to encourage technological innovation. This could

represent a‘ productivity miracle’ due to financial engineering’.

The gross understatement of latent risk raises another possibility, however, namely that the
productivity shock itself has been greatly overstated — with observed returnsrising, at least in
the short run, far more than expected returns for example. This could lift the quasi-rents
available in banking in the same way asraising R to R’ for rea as banks expropriate rents
from depositors due to the latter under-estimating tail-risk. In fact, as Haldane et al. (2010)
observe, the inclusion of such earnings in measures of value added may be an error of
measurement -- the reason being that the rates of return used are not corrected for risk; and
they propose a correction.® The implication of the correction is that a substantial fraction of
these earnings should be treated not as payments for value added, but as pure ‘transfers’ from
the rest of the economy to the financial sector. A ‘productivity mirage’ would come from
treating such transfers as value added.’

How plausibleisit that such quasi-rents could be made in finance? In his early warning that
financial developments might be making the system riskier, Rgjan discussed the distorted
incentives governing the allocation of bank resources in conditions of asymmetric
information. One of theseis:

‘the incentive to take risk that is concea ed from investors — since risk and return
are related, the manager then looks asif he outperforms peers given the risk he
takes. Typicaly, the kinds of risks that can be concealed most easily, given the
requirement of periodic reporting, are risks that generate severe adverse
consequences with small probability but, in return, offer generous compensation
the rest of thetime. These risks are known astail risks.” Rgjan (2005, p. 316)

" On asceptical note, Reinhart and Rogoff (2009, p.171/2) remark: ‘ The new delusion was that "thistimeis
different” because there were new markets , new instruments, and new lenders. In particular, financial
engineering was thought to have tamed risk by better tailoring exposures to investors' appetites.’

8 They suggest an adjustment of Financial Intermediary Services Indirectly Measured (FISIM) to allow for risk.,
and report that, * According to simulations on the impact of such an approach for the Euro-zone countries,
aggregate risk adjusted FISIM would stand at about 60% of current aggregate FISIM for Euro-zone countries
over the period 2003-7'.

*The overestimation of the value added from the banking system, in the absence of tail-risk, has been
documented in Colangelo and Inklaar (2010). Wang et al. (2009) suggest a way to measure properly the
contribution of the banking sector in ageneral equilibrium setting.

14



Later, in Fault Lines, Rajan (2010 p. 139) notes that there are intense pressures to take on tail
risk™ in the banking industry, arguing that neither the traders (who use names such as IBG,
‘I'll be goneif it doesn’t work’ to describe their derivative strategies), nor risk managers
(who get fired for worrying about risk), nor the CEOs, nor the Boards and not even
shareholders have the incentive to check tail risk. Tail risks are, however, very difficult to
control for two reasons. ‘first, they are hard to recognize before the fact, even for those who
are taking them. But second, once enough risk is taken, the incentive for the authorities to
intervene to mitigate the fallout is strong’, Rgjan (2010, p. 152, italics added). As Foster and
Y oung (2011) point out, moreover, there are no non-distortionary compensation packages
capable of discriminating between ‘true alpha managers (who consistently generate excess
return) and those who are mimicking them by taking on tail risks: efforts to do so will

discourage alpha managers themsel ves.

3. Banking with tail risk

For the UK, Haldane et al. (2009, p. 5-7) argue that two of the five strategies adopted by
banks to maximise expected profit involve hidden tail risk: the writing of deep out-of-the-
money-options (described as a wolf wrapped in sheegp’s clothing - beta dressed up as apha);
and high risk lending (on assets yielding a high fixed payoff in good states of the world, but
in bad states default generating large losses bunched in the tail in the distribution).

These strategies - together with ‘higher leverage’, ‘higher trading asset’ and ‘business line
diversification’ - could help to explain how ‘a sector with the utilitarian role of facilitating
transactions, channelling savings into real investment and making secondary markets in
financial instruments came, by 2007, to account for 40% of aggregate corporate profitsin the
US, even after investment banks had paid out salaries and bonuses amounting to 60% of net

revenues’, Wooley (2010, page 121).

For analytical convenience, in what follows we |leave to one side the real productivity gains
generated by the financial sector, and focus on the profit to be made due to distorted
incentives to shift risks into thetail. Asin Hellman et al.(2000), we assume that the bank

exploits the asymmetry of information to invest in arisky asset with mean return R, whose

19T ail risks in this paper is used as a metaphor for excessive risk-taking which may have systemic consequences.
Using amodel of bounded rationality, Gennaioli and Shleifer (2010, 2011) have shown how such systemic risk
can arise and endanger financial stability.

15



true prospects for high and low returns are private information to the bank. These prospects —
toberedisedint = 2 —aredenoted Ry > R and R; < R respectively, with probabilities
and (1 — m); and we only consider the case where R is amean-preserving-spread™ of R, i.e.,
R = Ry + (1 — m)R;. Because of the information asymmetry, the downside possibility is
not known to the depositors who treat the prospect of high returns as safe- the sweet fruits of
innovative financial engineering. Asthese high, and seemingly safe, returns are not

available outside banks, there is no shift to the outside option.

3.1 Monopoly banking

We assume there is concentration in banking and focus especially on a monopoly bank which

offers the non-risky contract (c,, c,) to consumers. Its expected profits are then

= maxe, ., {m[(1 = Ac))Ry — (1 — Dcz] + (1 — m)max[(1 — Acy)R, — (1 — A)c,, 0]}
(13)

wheretheterm [(1 — Ac; )Ry — (1 — A)c,] represents the realised profitsin the high state,
and max[(1 — Acy)R;, — (1 — A)c,, 0] represents the realised profitsin the low state. Note
that if (1 — Ac;)R;, < (1 — A)c,, the bank will not be able to fulfil its contract to late
consumers, and will be insolvent. What happensin this case is not apparent to the depositors

ex ante, however: the low-probability financial crisis will be unanticipated.

To find the optimal deposit contract, one maximises (13) subject to (4) and (5’). Note that
here we cannot impose constraint (7'), even in expected terms, because it is possible that the
bank is protected by limited liability — and might even be bailed out by the government in the
low state, as discussed further below.

The optimal deposit contract is summarised in the following proposition, which covers two

cases, only thefirst being relevant here:

Proposition 3:

“Hellman et al. (2000) use the word gamble to describe the taking-on of the tail risk with lower mean return.
Note that, we use the term gamble below even when there is no lowering of expected return. Our results would
remain the same even if the expected return for taking risky investment is lower than the safe return.

16



(2) If the bank uses the risky technology, and if R, < (1 — A)c3/(1 — Acy), then the

optimal contract is asolution to ZE?; =Ry and AU(cy) + (1 —AN)U(c;) =U.
2
(2 If R, = (1 —2)c5/(1 — Acy), the optimal deposit contract is the same as that in

Proposition 1.

Proof: See Appendix C.

It isworth noting that, as for the case where there is a productivity miracle, the gambling
bank will offer adeposit contract with dated consumptions further apart than for a bank that
does not gamble. The optimal deposit contract with a gambling monopoly is shown in Figure
3, using the same axes asin Figure 2. Aslong as the gamble succeeds, the effective returns
for the long asset will apparently have increased to Ry, so the iso-profit functions show a
clockwise rotation (see [, and [;) and the efficiency locus also shifts asif there has been a
positive productivity shock. But with no change in the outside option, the deposit contract
shifts along the original participation constraint. Consequently, the optimal deposit contract
offered by the gambling bank isat B’* where the iso-profit function [; is tangent to the
binding participation constraint (2). Compared with the contract without gambling, date 1
consumption falls and date 2 consumption increases. Aslong as the gamble succeeds, so bank
profits, (A" — B’"), will rise sharply, asis suggested by the point S representing consumption

of owner-managers of the monopoly bank.
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Figure 3. A productivity ‘mirage : monopoly banking with tail risk (Rg > R)

4. Franchise values and capital buffersasa check on gambling

Given the asymmetry of information, increased competition per se would have a dramatic
effect on banks’ incentive to gamble. With perfect competition, for example, profitsto

prudent banks will be zero, i.e., there is no franchise value: so all bankswill gamblein the
equilibrium. Hellmann, Murdock and Stiglitz (2000) consider two regulatory restraints on

gambling behaviour: either to impose minimum capital requirements and/or to limit deposit



rates so as to allow banks to make excess profits (as with Regulation Q in the U.S.) — subject

to the loss of the bank licence if the bank failsin either case.

Beforelooking at official intervention, consider the possibility of self-regulation. Even
without capital requirements or regulation on deposit rates, Bhattacharya (1982) pointed out
that the threat of losing its franchise could inhibit gambling by afinancial institution; and
Allen and Gale (2000, p. 269) note that ‘the incentive for banks to take risksin their
investments ... isreduced the greater the degree of concentration and the higher the level of

profits .*2

4.1 Franchise value without capital buffers

Will monopoly profits suffice to check gambling without regulation? To compute the
franchise value of the monopoly, we consider arepeated game with infinite number of
possible rounds. Each round has three dates, and the bank exchanges its deposit contract with
consumers at the beginning of each round. There is no discounting within the round but the
discount factor between two consecutive roundsis 0 < § < 1. If the bank does not gamble,

its capitalised profits are given by the following value function:
Vy =11/(1 - §) (14)

In the context of the model we are using, this quantity Vy isthe “seigniorage’ accruing to the
monopoly bank by virtue of its right to create money. Is this seigniorage large enough such

that itsloss will prevent gambling?
If the bank gambles, the value functionis:

This means that the gambling bank can capture current-round profits and future discounted
profitsif the gamble succeeds. But if the gamble fails, losses are taken over by the

government and sharehol ders lose the franchise.
Simplifying (15) yields,

Ve =11/(1 — 6m). (16)

12 Boyd and De Nicolo (2005) have, however, argued that monopoly behavior which generates franchise values
may also have adverse selection effect as loan rates increase and |oan quality deteriorates.
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To remove the incentive for the bank to gamble, we have to ensure that

Vy > V. (17)
Using (14) and (16), one can rewrite (17) as

O-T< 81 —mVy (18)

where the left hand side indicates the one round gain from gambling, and the right hand side
represents the cost of gambling, the possible loss of franchise value. Note that (18) is
specified for any given feasible deposit contract. Conditioned on this deposit contract, the
bank then considers whether to invest in gambling asset or not. This * no-gambling-condition’
isvery similar to that in Hellmann, Murdock and Stiglitz (2000).

We may characterise the boundary of the no-gambling-constraint, NGC, (where (18) holds as

an equality, the specific form is given in the Appendix) in terms of Ry, m and §.
Proposition 4:
(1) Given §, the boundary of the no-gambling-constraint, R (m; §), is downward sloping

inT.

(2) Anincreasein § will result in aupward shift of the boundary Ry (1; §).

Proof: See Appendix C.

The boundary of the no-gambling-condition is shown labelled NGC in Figure 4, where the
horizontal axisindicates the higher returns for the gambling asset in good state and the

vertical the probability of gambling success.

Asin Foster and Young (2011), we assume the bank will try to mimic some *true a pha
investors, subject to a credibility limit*3. Asthey do, the targeted ‘alpha, Ry, (shown by the
dotted vertical linein the figure) istaken to be afixed multiple (1.1) of the saferate R.

31t would hardly credible for the bank to claim it can match with certainty on along term basis the return
achieved by Warren Buffet, for example.
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Figure 4. No-gambling-condition (NGC) and the mimicking constraint

The dotted curve, FY M, in Figure 4 indicates the mimicking strategy, which replicates the
safe pay-off with risky investments such that R, + (1 — m)R, = R, where R, is set to zero
and Ry is chosen to reflect the targeted al phainvestor. For the parameters used in Table 1
below, FYM lies above the NGC, so the bank will gamble, as shown at point A for example,
where the alphatarget R, is achieved by taking on tail risk'#(see the entry for = = 0.9 and
Ry = 2.2). This may be countered by imposing capital requirement, k, as discussed in the
next Section.

The essential features of the boundary of no-gambling constraint given in Proposition 4 are
illustrated by the numerical examplein Table 1, whereR = 2,1 = 0.5,y = 2. For these
parameter values, the monopoly bank makes a seignoirage profit of 0.057, measured in date 2
consumption. (Given that R = 2, thisimpliesthat ailmost 3 percent of the endowment will be
transferred from the depositors to the shareholders even without taking on tail risk.) Entriesin

the table indicate how profits may be boosted by risk-taking for various values of Ry and .

14 Using standard definition for tail risk, the lower threshold for tail risk is = 0.9 in our binominal model with
mean preserving spread, as shown by the dashed horizontal linein the figure.
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Ry 21 2.2 23 24
1=0.95 0.096 0.137 0.180 0.222
1=0.9 0.091 0.13 0.17 0.210
n=0.7 0.070 0.101 0.132 0.164
m=0.5 0.050 0.0723 0.0945 0.117

Table 1: Expected flow of profit for monopoly bank that gambles (R = 2,A = 0.5,y = 2).

Clearly, the opportunity for amonopoly bank to take on tail risk can substantially undermine
its incentive to behave prudently. But the higher the discount factor, the less the incentive for
the bank to gamble, as the franchise is valued higher.® For a discount factor of & = 0.7,
entriesin bold™® (in blue) towards the lower left of the table satisfy the no-gambling
condition, while others fail; however, for a more long-sighted bank with a discount factor of

8 = 0.9, the underlined entries (in red) also satisfy no-gambling condition.*’

4.2 Imposing capital requirements

It is clear from the numerical examples above that when & is small, the franchise value itself
may not be sufficient to deter gambling. In this case, extra measures are needed to ensure
correct incentives. So, in what follows, we consider imposing regulatory capital

requirements.

With the imposition of a positive capital requirement, k, a gambling bank’ s expected profit

becomes:

(k) = Icnzgx{n[(l —Ac)Ry — (1 =Dyl + (1 —m)ymax[(1 — Acy))R, — (1 — V)¢, —k]}

where k is measured against total deposits. In the good state, capital will not bring additional

cost; but in the bad state, the bank will have more to lose.
The imposition of the capital requirement modifies the no-gambling condition

k) —TI < 85(1 — m)Vy.

!> The franchise value is the expected no-gambling profit divided by (1-8), where & is the discount factor.
16 Note that equation (18) is used to check whether each entry satisfies the no-gambling-condition.
" Raising & to 0.95 would be sufficient to insure that point A satisfies the NGC.
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Note that k has no effect on the optimal deposit contract offered by the gambling bank, and

has no effect on IT and Vy, so the no-gambling-condition above can be rewritten as
Ok=0)-TI<(1—-m)(8Vy+ k). (18)

It isclear that in checking gambling k is a perfect substitute for the franchise value §Vy,.
Since Il isincreasing in  and Ry, the imposition of the capital requirement shifts the no-
gambling boundary, NGC, in Figure 4, upward, reducing the incentive to gamble for any

givent and Ry.

It isworth bearing in mind, however, that the efficacy of regulatory capital will also be
limited by outside options. Securitisation may be one of these: if regulatory burden on banks
becomes excessive, securitisation may be aform of ‘regulatory arbitrage’, helping to move

the business of banking off-balance sheet.

5. Real-time monitoring

For the case discussed above, the regulatory capital required to deter gambling can be
substantial, even for moderate gambles (seerows 1 and 3 in Table 2 below). One way to
reduce the capital charge is to introduce real-time monitoring. Real-time monitoring will be
characterised by a given probability of detecting gambling before it fails, and an associated
punishment. For simplicity, we assume that the probability of detection is g and the
punishment is the loss of franchise. (Later, we discuss the effect of other punishments.) In

this case, the value function of the gambling bank becomes
V' = (1 - @[II(k) + ndV']
or

— (1 — TI(k)
€ T 1-(1-q)nd

Note that introducing real-time monitoring simply scales down the profits of a gambling
bank, so the functional form of deposit contracts offered by the gambling bank are

unchanged.
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Applying the no-gambling-condition Vi* < Vy and re-arranging yields
Tk = 0) — — —a &
fi(k =0) - < (1-m){sVy |1+ e (1_n)] +k) (18")

Given capita requirements, imposing real-time monitoring reduces gambling profits and so
decreases the incentive to gamble. By comparing (18'’) with (18'), it is clear that the net
effect is “as if” there is an increase in franchise value. So, in terms of Figure 4, introducing

real-time monitoring further shifts the no-gambling-condition upwardsin = and Ry Space.

Using the no-gambling-condition (18'’), one can obtain the minimum capital requirements as.

~ 1
(ke = 0) = [g—5 —molVy
k* =

1—-m

To gauge quantitative significance of real-time monitoring of this form, we compare
minimum capital requirements (measured in terms of deposits) for the mimicking strategy,
Ry = R/m, both under perfect competition and under monopoly. Results are summarised in
Table2wherey =2,1=1/2,q = 0.3,6 = 0.9 and = = 0.81. For returns under prudent
investment, we choose R = 2 asin Allen and Gale (2007), R = 1.04 asin Foster and Y oung
(2011) and an intermediate case where R = 1.5.

Regime R=2 R=15 R=104
Monopoly without | 0.315 0.550 0.528
monitoring

Monopoly with 0 0.209 0.522
monitoring

Perfect competition | 0.854 0.693 0.528

Table 2: Minimum capital requirements under different regimes

Thefirst row in Table 2 indicates that, without monitoring, decreasing safe returns, R,
increases the minimum prudential capital requirement. Thisis because smaler R impliesa
smaller franchise value, so capital requirements have to be increased to offset this and
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preserve proper incentives. The second row shows that the effect of introducing real-time
monitoring depends crucialy on the franchise value. When thisis high (R=2), amoderate
probability of detecting the gamble (30%) can substantially reduce the minimum capital
requirement.*® When the franchise value is low (R=1.04), the effect on the minimum capital

requirement is minimal.

The third row illustrates minimum capital requirements under perfect competition: as R
decreases, gambling by using mimicking strategy becomes less attractive, so minimum
capital requirements decline. Note first that, for any given R, the minimum capital
requirements under perfect competition are generally greater than those under monopoly.
Thisis because there is no franchise value under perfect competition; so the gap between
them shrinks as the franchise value decreases. Note also that, because of the specific form of
the punishment used above, real-time monitoring has no effect on minimum capital

requirements under perfect competition.

The numerical examplesillustrate how the effectiveness of our form of the real-time
monitoring depends on the level of franchise values. becoming ineffective when the franchise
valueislow (either because of high degree of competition or low returns on prudent
investment). One way to overcome this would be to impose an aternative (or additional)
sanction in the form of fixed fine, for example, with the effect very much resembling that of a
capital requirement. By combining these two forms of sanction, real-time monitoring could

be effective regardless of the level of franchise value.

These numerical exercises are, however, subject to amajor qualification: they take no

account of bank bail outs, so they exaggerate the prudential benefits of concentration.

6. Concentration and ‘Too Big To Fail’: the U-shaped NGC

If the banking sector is highly concentrated, the failure of one bank is more likely spread to
the whole sector, generating systemic risk; so, to prevent a wholesale banking collapse — with
all the externalities that will involve - the government may see no alternative to bailing out

the failing bank. But seeing itself as “too big to fail” can greatly undermine abank’s

BSimilar results are found elsewhere. Thus, in a careful calibration of the Hellmann, Murdock and Stiglitz
(2000) model, Kuvshinov (2011) shows that real time monitoring can reduce minimum capital adequacy ratio
from around 40% to 20%.

25



incentive to invest prudently , as Haldane and Alessandri (2009) point out in a paper with the
suggestivetitle“ Banking on the State” .

Before discussing in detail how the no-gambling-condition might be modified in the presence
of “too big to fail” policy, the strategic elements involved are examined with the aid of a
simple two - player game between the banking industry — represented by a monopoly bank -
and the state — represented by the taxpayer. (Thisis very much a short cut , asin practice
protecting the interests of society is delegated to atroika of agencies, the Bank of England,
Treasury and the FSA.)

In the game tree as drawn, it is the Bank that moves first, choosing to invest in a prudent
portfolio or arisky one; while the Taxpayer moves next, offering to bailout of a bank which
gambles and loses, or refusing to do so - in which case the bank will fail and its affairs
resolved in bankruptcy. The figures in parentheses indicate the notional payoffs to the bank
and taxpayer respectively, normalised so that each gets zero if the bank plays safe. (Since
the risky strategy may succeed or fail, the payoffs on the right hand branch are to be seen as
weighted values of payoffsin the two different cases™.)

Bank

Prudent Risky

Taxpayer

Resolution Bailout

0,-0<<-1 1.1

Figure 5. Mora hazard as the taxpayer underwrites risky behaviour

1% The game could be extended to allow for Nature to act third, randomly choosing success or failure.
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The key things to note about the payoffs for the Bank in this game isthat it can expect to get
more by taking risks so long asiit gets bailed out. Otherwiseit isindifferent between prudent
behaviour and taking risks subject to resolution under laws which limit liability. For the
Taxpayer, however, risky behaviour by the bank is unattractive, either because of the costs of
bailing out insolvent banks or, more especially, because of much greater social costs

(indicated by the symbol ®) that a banking collapse will inflict on society.

While the Taxpayer would clearly prefer to the Bank to act prudently, thisis not the outcome
of the game™. Using backward induction, the Bank will choose to take risks knowing that the
Taxpayer will bail it out: asthe Taxpayer (who takes the down-side of risky bets) is
effectively providing insurance for the Bank, thisis aclassic case moral hazard. Note how the
high social costs of bank failure, labelled, ® , appears to act as a threat: once it has embarked
on arisk-taking strategy, aHigh Street Bank can credibly threaten society with the cry Y our
money or your life'1?! | If thisis so, akey element of banking reform will be how to limit this
threat.

Can these strategic features be incorporated in the framework developed above? For
anaytical simplicity, let the degree of concentration, (0 < f < 1) be defined by the
fraction of the monopoly franchise value, Vy, that is obtained if abank plays safe or is bailed
out after afailed gamble. To model “too big to fail” policy, TBTF, let the probability the

government will cometo the bank’ srescue, T(), increase with B, with t (0 <p< E) =0

and (1) = 1. Therationae for specifying the bail-out policy in thisway is as follows. when
the degree of concentration islow, no bank is“too big to fail”, so the failure of abank isless
likely to have systemic effect; when the degree of concentration increases, any bank failureis
more likely to be systemic, so the probability of attracting bail-out increases. The TBTF
policy used here specifiesthat if the bank gambles and fails, it may be bailed out by the
government which will honour al deposit contracts. In this case, the bank loses its equity

buffer but its franchise is not revoked.

With a given degree of concentration, the bank’s profit if it plays safeis afraction of that

under monopoly, so the deposit contract offered by these safe banks will be a scaled-up

% Assuming that how the attitude of the taxpayer would behave for afailing bank areirrelevant if the bank is
prudent, there will be two Nash equilibria, Prudent, Resolution and Risky, bailout.
! Unlike a Highway robber, however, it is acting entirely within the law!
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version of that offered by the non-gambling monopoly (though each bank makes less profits

per unit of deposit).

For the gambling bank under market concentration, £, its expected profit, assuming R; >
(1 —-A)c;/(1 — Acy), isgiven by

e, k) = rcfllfg{ﬂ[(l —Ac))Ry — (1 = De] + (1 = m)[—k]}

= maxc, ., {7[(1 — Ac))Ry — (1 — D] + (1 — m)(—k) (19)

where the probability of losing capital for the gambling banksis (1 — ). Note that the
optimal deposit contract with market concentration of g, if they exist, would be the same as

that of a gambling monopoly.

Given the capital requirements and the TBTF policy specified above, the no-gambling
condition is then modified to

where V) represents franchise value under full monopoly and S6Vy the franchise value with
market concentration of § and the failed gambling bank will be bailed out with probability
7. To summarise the results of the no-gambling boundary (above which banks will not

gamble) in § and k space for some given w and Ry :
Proposition 5:

() For0<p < ﬁ , the no-gambling boundary is downward sloping in beta and k
space.
(i) Forf <p <1, the no-gambling boundary is U-shaped in  and k space.
(@iii)  Increasing Ry and/or m shift the U-shaped no-gambling boundary upwards.
Proof: See Appendix C.

The significance of Proposition 5 (iii) isthat if the bailout is restricted to banks with less
attractive gambles (i.e., low = and/or low Ry ) the U-shaped no-gambling condition will be

much less pronounced, as we discuss further below.
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Figure 6. How bailoutsincrease therisk of imprudent banking

The above framework may be used in a heuristic discussion of options for the reform of the
UK banking system, distinguishing in particular between reforms related to structure of bank
balance sheets (the degree of leverage, for example) and those related to markets (such as
the degree of concentration). For this purpose, we use Figure 5, with market concentration on
the horizontal axis (acting as a proxy for franchise value, assuming that high concentration
implies high franchise value), and minimum capital requirement on the vertical axis (to
represent variations in bank leverage).

The no gambling condition — defining the shaded area of Prudential Banking -- is the U-
shaped schedule LNR in the figure. The downward slope LN reflects the trade-off between
bank’ s profitability (franchise value) and the official capital requirement in terms of
prudential behaviour: as banking becomes more competitive and franchise values fall, so the

minimum capital requirement will need to be raised to ensure prudence, for any given degree
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of tail risk.?* So the point L in Figure 6 will represent the minimum capital requirement

needed under perfect competition.

But, as Haldane (2010, p7) pointsout - on the basis of commercial ratings - an increase in
concentration increases the likelihood of an official bailout, as banks become *Too Big To
Fail’. Taking this factor into account will of course greatly encourage gambling, the effect of
franchise values being offset by the expectation of abail-out. In circumstances like these,
where banks can, so to speak, have their cake and eat it, the likelihood of banks behaving
prudently is sharply reduced, as shown in Figure 6. Let B indicate the point at which banks

become Too Big To Fail. To the left of this point, between L and N, the risk of losing
franchise value is sufficient to check gambling: to the right, however, the rise of franchise
value increases the probability of bailout which encourages gambling. Consequently, the
region for prudential banking becomes U-shaped, as indicated by the shaded area bounded by
LNR in the Figure.

7. Regulatory Reform

General points

One reason why banks get bailed out is that their affairs are too complicated to be wound up
promptly and efficiently under the normal rules of bankruptcy — Lehman Brothers for
example had more than 600 subsidiaries when it filed for bankruptcy. Improvements have
already been put in place in provisions for Special Resolution Regime: but to further reduce
the moral hazard of bailout, King (2010), Rgjan (2010), and Vickers (2011) have proposed
further steps, such as the requirement to provide ‘living wills', one of the effects of which
will beto ‘bail-in’ debt holders. (If, asisintended, improved resolution procedures will
increase the threshold which banks are deemed to be TBTF, thiswill shift the right hand arm,
NR, of the NGC condition.)

2 And, ashown in Proposition 7, heightened ‘tail-risk’ (i.e. increasing Ry, and /or ) shifts the no gambling
frontier LN’ R upwards.
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What are the implications for the reform in the UK? To start with, it is clear from the
evidence that the present level of capital requirements and high levels of concentration in the
UK do not ensure prudent banking -- quite the contrary. Thisis suggested by locating the UK
in the bottom right of the figure. What of reform? Take first the need to reduce leverage, as
stressed by the Governor of the Bank of England (King, 2010): this can, broadly speaking be
achieved by increasing capital requirements — preferably on unweighted assets to limit
gaming of the rules. In their evidence to the ICB, Martin Hellwig et al. (2010) commented as

follows:

Basdl 111 isfar from sufficient to protect the system from recurring crises. If a
much larger fraction, at least 15%, of banks' total, non-risk-weighted, assets were
funded by equity, the socia benefits would be substantial. And the social costs
would be minimal, if any.

In acarefully calibrated study of UK banking, David Miles et a (2010), focusing on risk-

weighted assets, report that:

[O]ur central estimate for the marginal cost and benefit of higher capital suggests
an optimal capital ratio of about 50% of risk weighted assets — which might mean
acapital to total assetsratio of around 17% and leverage of about 6. Thiswould
be about 5 times as much capital — and one fifth the leverage — of banks now...
Setting aside risk of GDP fall, our central estimate of optimal capital is 19% of
risk-wei ghted assets.

Asfor market structure, the evidence suggests that risky M&A activity earns the perverse
privilege of increased access to state bail outs (compare the High Street banks with the
mortgage banks in the now under intensive care in the UKFI). This could be an argument for
breaking up the universal banks as under Glass-Steagall; or, if there are gains from synergy,
at least separating the retail and investment arms of the existing universal banks with ‘ring-

fencing’ and ‘living wills' so that the latter can go into liquidation if it gambles and fails.

Thisdiscussion is, however, subject to an important caveat, namely that such regulatory
improvements can be undermined unless decisive steps are taken to reduce the asymmetric
information in the financial system. Putting it simply, if asymmetric information isthe

problem, then transparency must be part of the solution

The Vickers Report in particular
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Turning to the key recommendations of the Final Report of the ICB, we note that they

involve both market structure and balance sheet restrictions.

Structural separation is recommended in the form of a‘retail ring-fence’ designed to isolate
and contain banking activities where the continuous provision of serviceis vital to the
economy and a bank’s customers so as to ensure that such provision is protected from
incidental activities and that it can be maintained in the event of bank failure without
government solvency support. ‘ In essence, ring-fenced banks would take retail deposits,
provide payments services and supply credit to households and businesses.” ICB (2011, para.
3.1) Services aredivided into those which mandated (involving about 18% of assets as of
end 2010); permitted (another 18%); and prohibited (about 64%).

Depending on how much of the second category are taken inside the fence, ‘the ring fence
might include between a sixth and athird of the total assets of the UK banking sector of over
6tn. pounds.”’ ICB (2011, para. 3.40). As banksinside the fence can be linked with those
outside (subject to arms length and other restrictions), however, thisis not the complete
separation required under Glass-Steagall.

In addition severa steps are recommended in order to increase competition on the High Street

—increased transparency of costs and transferability of accounts, in particular.

Balance sheet requirements involve substantial 1oss-absorbing capacity in the form of equity
and bonds so as to avoid claims on the taxpayer following bank insolvency. Specifically, the
Commission recommends that ‘ large UK ring-fenced banks (and the biggest UK Globally
Significant Banks) be required to hold primary loss-absorbing capacity of at least 17% of
RWAs which can be increased to a further buffer of up to 3% of RWAsfor abank to the
extent that its supervisor has doubts about its resolvability’, ICB (2010, para. 4.118).

This loss absorbing capacity can be split between equity and bail-in bonds, where the equity-
to-RWAsratiois at least 10% for ring-fenced banks with 3% or more of UK GDP in RWAs
(falling to 7% for those with RWASs of 1% of UK GDP), ICB (2010, para. 4.132-134).

As regards monitoring and transparency, the Commission notes that: “[a] ring-fence of this
kind would also have the benefit that ring-fence banks would be more straightforward than
some existing banking structures and thus easier to manage, monitor and regulate.” (1CB,
2010, para 3.4)
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Before discussing these proposalsin detail, we use the game tree to see how ring-fencing can

change the strategic relation between the state and banks inside the fence .

Bank

Prudent Risky

Taxpayer

Resolution Bail Out

-2,-6>-1 L1

Figure7. Getting thetax-payer off the hook

In Figure 7, actions and order of play is as before, but the Bank is now the ring-fenced rump
of what was a universal bank. For simplicity the payoffs are left unchanged, except for those
after resolution. It isstill true, therefore, that this Bank will prefer to take risks rather than act
prudently if it can count on abail out. But by regulatory changes on a number of fronts -
reducing risks that may be taken, increasing loss-absorbing capacity so as to cover what risk
remains, improved monitoring of risk-taking ex ante and better resolution procedures ex post
- thethreat to society has been substantially removed (shown symbolically by the replacing
the earlier parameter ®>>1 by &<1 in this figure). So a ring-fenced the Bank can no longer
count on being bailed out if it takes risks. Since, in addition, resolution has been made more
costly by capital buffers that internalise private losses, the equilibrium of the game is prudent
play by the Bank.

This shift in the strategic balance - and the various mechanisms at work to implement it — are
designed to reduce the temptation to take excess risk indicated in Figure 5. This can be
shown in with reference to Figure 8, which refers only to banks within the ring-fence. Some

of the measures should act to expand the region of “Prudential Banking” (beyond that in the
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earlier figure, indicated here by the dashed U-shape); othersto shift the locus of aring-

fenced bank into this enlarged area.

As access to more exotic gambles was found to shift the U-shaped frontier upwards

according to Proposition 5, for example, so the prohibition of many risky assets — two thirds

of the current portfolio of UK banks, in fact — should have the reverse effect, asindicated by

the shift from L to L’ in the No Gambling frontier. Improved monitoring - backed by a threat

of losing one’ s licence if caught — should further reduce the region of excess risk by making

the frontier slope down more steeply from L’. Stepsto move the locus for ring-fenced banks

towards Prudential Banking include both the decisive increase in the level of capital
required for the operation of aring-fenced bank and steps to increase competition among

High Street banks, seethe arrow pointing NW in the figure.

A
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Prudent Banking S
" Reduced |
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to Bail Out :
L . :
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; Bank |
L' Ny Risk Prohibitigi=----- o R
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e and more -
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RISk-taklng competition Risk-taking

»

Concentration
Figure8. Checkingrisk-takingin ‘ring-fenced’ banks

These various regulatory changes - together with arrangements such as ‘Living Wills' for

prompt resolution — are, according to the ICB Final Report, designed to get the taxpayer * of f
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the hook’ of bailing out the High Street banksin trouble. Since the right hand arm of the U-
shaped frontier is meant to capture the increased incentive to take risk for those seen as Too
Big To Fail, such ashift in strategic balance should, per contra, involve a substantia
reduction in the area of excess risk-taking to the right of the figure®,

The stated purpose of retail ‘ring-fencing’, with the improved transparency and monitoring
that it permits by the banning many risky financial products (and the imposition of high-
capital requirements on RWAS), isto get such banks back to the business of taking retail
deposits, and supplying credit and liquidity to households and businesses. The proposed

reformswould, it is claimed:

put the UK banking system of 2019 on an altogether different basis from that of 2007.
In many respects, however, it would be restorative of what went before in the recent
past — better capitalised, less leveraged banking more focussed on the needs of savers
and borrowers in the domestic economy. ICB(2011, p.18)

8. Conclusion: back to banking basics

There is adangerous propensity for banks to take on excessive risks in the current regulatory
environment: as Vickers (2011, p.2) remarks: “One of the roles of financial institutions and
markets is efficiently to manage risks. Their failure to do so — and indeed to amplify rather

than absorb shocks from the economy at large — has been spectacular.”

Financia innovations, such as securitisation and DCS swaps, have increased the ease with
which banks can take risky assets onto their balance sheets while satisfying the regul atory
norms set by Basel. There are private incentives for high street banks to expand into
investment banking, raising their balance sheets well beyond the needs of households and
SMEs borrowers and shifting risk onto depositors by greatly increased leverage. But the
socia cost of interrupting the nationwide provision of payments services and credit supply
associated with bank failures means that banks that combine retail and wholesale activities
will be rescued by the government: the threat to the economy effectively puts tax-payers on

the hook to underwrite the risks taken by large universal banks.

2 In terms of the parameters specified in the previous section, this would correspond to a reduction in
7(B) representing the probability of bail out and an increase in ﬁ_, the level at which this probability becomes
non-zero.
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Nor has theincidence of crisis changed these incentives. As Diane Coyle (2011), aformer
member of the UK Competition Commission, noted as bank profitability recovered in 2010-
11 despite a still-fragile economy: ‘ The truth is that banks are again doing well out of
banking, but businesses and consumers are not... Bonuses are back... they are a measure of
monopoly rentsin the business, it does not take great talent to make a profit by taking

excessiverisk, safe from effective competition and sure of abail-out if needed.’

As acontribution to the debate on problems besetting modern banking, we began with a
simple model of retail banking and show how, behind the veil of asymmetric information, the
incentive to take on risk can easily exceed the threat of losing the franchise - particularly if
thereisagood chance of an officia bail-out. Asthe prudentia benefits of increased
concentration are progressively offset by the prospect of rescue, the ‘ prudential frontier’

relating capital requirements to concentration becomes U—shaped.

This framework - of concentrated banking with asymmetric information - is used to discuss
the impact of regulatory reforms involving changes to market structure, balance sheet
restrictions and the efficacy of monitoring. Considering the reforms advocated by the ICB in
their Final Report in particular, we note that they are designed to offset excess risk-taking and
promote competition, i.e. to eliminate the very features that we have added to the basic

banking model to capture current distortions!

A key aim of Mrs Thatcher’sindustrial policy was to reduce the threat to the provision of
goods and services posed by strikes in the public sector - the confrontation with coal miners
being adecisive case in point. An important — perhaps the most important — aspect of the
‘ring-fence’ proposal viewed as industrial policy ishow - by reducing the threat of closing
High Street banks - it aims to change the strategic balance between banking and the state.
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Appendix A. Monopoly Profits with CRRA preferences
To gauge the quantitative significance of monopoly profits, we use a constant relative risk

aversion (CRRA) utility function for calibration. Note first that the optimal banking contract

1_
under perfect competition resultsin zero profits for banks. With CRRA tility, U(c) = Cl_yy
one can obtain the optimal monopoly banking contract as

* _ 1-y)u 1/(1-v)
“= [)l+(1—)l)R(1—Y)/Y] (9)
1 - 1/(1-y)
* _ (1-y)u
€ =Ry [A+(1—A)R(1—V)/y] (10)

Using (7’), one can show that the monopoly profits, measured in terms of deposits, are simply

M=0-2Ac)R— (1 - A)c;

1-U 1/(1-y) _
=R {1 — [—A+(1(—A))I;)(T‘V)/Y] [A+ (1-2)RE V)/V]} (11)
where U = AU(1) + (1 — HU(R) = %

Giveny > 1, monopoly profits are strictly positive:

—A)R1-V11/1-v)
M = R{1 — U DR T (12)

[A+(1-)R ¥ /-1

Here the size of monopoly profitsis limited by the participation constraint — thereis an
outside option of market equilibrium with no banks. But, as we see in the next section with
the aid of numerical examples, monopoly bank profits can be greatly inflated by gambling.

Appendix B. Gambling and Gini Coefficient: Miracle and Mirage?
It isevident that in this simplified model, bank concentration will lead to an increase in the

Gini coefficient compared with competitive banking: and this effect will become much more
pronounced with gambling. Thisisillustrated by the stylised Lorenz curvesin Figure 4,
where o represents the fraction of the population owning shares in the all-deposit bank.
Where o represents the consumption bundle available to depositors under monopoly banking,

and o(1+p) is the consumption available to the depositors who are also shareholders enjoying
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the monopoly premium, p, in this case w = 1/(1 + ou) and the Gini coefficient®® turns out
tobe (1 — o)ou/(1 + ou). When the bank gambles, the premium paid to owner-managers
will of course rise, say to i, shifting the Lorenz curveto OLP in the figure. In discussing
whether the contribution of financial sector is‘Miracle or Mirage', Andrew Haldane et al.
(2010, pp. 79,80) report that the share of financia intermediation in employment in UK is
around 4%, and that:

the measured ‘ productivity miracle’ in finance ... has been reflected in the returns to
both labour and capital, if not in the quantity of these factors employed. For labour,
financia intermediation is at the top of the table, with the weekly earnings roughly
double the whole economy median. This differential widened during this century,
roughly mirroring the accumulation of leverage within the financial sector.

Using the above formula, a doubling of consumption opportunities for those in finance would
add about 4% to the Gini coefficient, i.e. about half the risein Gini coefficient for the UK
from 1986 when the Big Bang took place, to just before the crisisin 2007. (Focusing more
narrowly on Investment Banking, however, the Financial Times reports compensation

running at 6 times the median income in both US and UK .

1 P
w
L .| .
L w
Cumulative
fraction of L
income
0
Cumulative fraction of population from lowest to highest incomes l-o 1

Figure Al: Raising incomes in financial services and inequality

**i.e. the area OLP divided by O1P in the diagram.
2T 17" 2011, ‘Feb Banker’s pay: time for deep cuts.’
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Appendix C. Proof of Propositions

Proof of Proposition 3
If R, islow enough, the bank cannot honour the contract to the late consumers in the low

state (the late consumption in this case is honoured by the insuring agency). So the bank’s
profitsare given by n[(1 — Ac;)Ry — (1 — A)c,]. This changes the first order condition to

% = Ry. Together with the binding participation constraint, one can then determine the
2
optimal contract asin the second part of Proposition 4. (Since case (2) has the same deposit
contract as that under certainty and no default from the bank, we use case (1) to represent

gambling.)

If R, islarge, the bank can honour the contract to the late consumersin either state. So the

optimal contract satisfies the first order condition% =nRy + (1 —m)R, = R. Withthe
2

binding participation constraint the same as in Proposition 1, the optimal contract must be the

Ssame.

Proof of Proposition 4
Given the monopoly bank will gamble, it isbest for it to choose the deposit contract (C3, C5 )

specified in Proposition (4). In this case, to ensure that the bank will gamble, condition (18)

becomes
M(c;,C;) —T(C;,Cy) = 6(1 —m)Vy(C3,C3). (B1)

Similarly, given the monopoly bank will not gamble, it is best for it to choose the deposit
contract (C4, C, ) specified in Proposition (3.1). To ensure that the bank will not gamble,

condition (18) becomes

M(Cy,C;) —M(Cy,Cy ) < 8(1 —m)Vy(Cy,Cy). (B2)
For some given parameters of r, Ry and 6, it is aways possible to have

M(C;,C3) —T(Cy,Cy) = 8(1 — m)Vy(Cyp, Cy ). (B3)

If (B3) is satisfied, then both (B1) and (B2) aretrue as 1(C;, C; ) > T1(C,,C, ), M1(C4,Cy ) =
I(C3,C5 ) and Vy(Cy,Cy ) = Vy(C3, C3 ). Sofor the set of parameter values such that (B3)

holds, the monopoly bank may choose either to gamble or to play safe.
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Now we show that in Ry and m space, for a given delta, the boundary specified in (B3) lies
below the boundary where (B2) holds as an equality and above the boundary where (B1)
holds as an equality. To simplify comparison, we fix the value for . Then, we can select the
appropriate value for Ry such that (B3) holds. In this case, (B2) is satisfied. To ensure (B2)

6ﬁ(c1'cz )

holds as an equality, we have to increase the value of T1(C4, C, ). Since R
H

> 0, theRy

which ensures that (B2) is an equality must be greater than or equal to the Ry for which (B3)
holds. So the boundary of (B3) lies below the boundary where (B2) is an equality. Similarly,
one can show that (B3) also lies above the boundary where (B1) is an equality.

In Ry and m space, multiplicity of equilibria occurs in the area bounded by the boundaries of
(B1) and (B2). So the sufficient condition to ensure no gambling is to choose the parameters
of Ry and m such that they lie below the boundary of (B1). In what follows, we characterise

the general properties of this boundary.

(1) Rewrite the no-gambling condition as
ficcs,¢3) - [1+ 22| n(e; ) = o. (B4)

Note that the contract offered by the gambling bank, (C;, C; ), must satisfy the first order

condition
u'(C}) = Ryu'(C3 ), (B5)

and the binding participation constraint

Au(Cy) + (1 -Mu(Cz) =U. (B6)

So, it isclearthataa—f = z—f =0, ac1 - < 0and —= acz > 0. Th|S|mpI|&eM = 0.

Using (B5) and (B6), one can show that

T = MRy — R) 32 < (87)
H

Applying the envel ope theorem, one obtains,

oI /ORy = m(1 — Ac}) > 0, (B8)

and
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M = (1= Ac)Ry — (1= Dc3 > 0. (B9)
Differentiating the no-gambling condition (B4) with respect to T and Ry yields

ac;
Ry,

6(1—m)
{7’[(1 - ACI) - Il + ﬁl }\(RH - R) }dRH + [(1 - ACI)RH - (1 - A)C;]d‘l’[ =0

(B10)

Since both terms before dRy and dmt are positive, the no-gambling condition must slope

downward in Ry and m space.

Finally, notethat if m — 1 and Ry — R, then (B4) holds. So the no-gambling boundary starts

from (R, 1) in the Ry and m space and goes asymptotically towards the Ry axis.

(2) Anincreasein § increases the coefficient of the second term in (B4), [1 + 8(11__;)

].To

maintain equality, Ry hasto increase for afixed m. Note that al no-gambling boundaries start
from (R, 1), so anincrease in § swivels the no-gambling boundary upwards in the Ry and

space.

Proof of Proposition 5
Asisshown in the proof of Proposition 5 above, it is sufficient to specify the no-gambling
condition (20) as

M(Cy, C3 5 8, k) —N(C1,C3;5 ) < (1 —m)(1 — 1)V (CT, C3), (B10)

where (Cj, C3 ) isthe optimal deposit contract offered by the gambling bank.

For0 < f < f,7 =0, s0(B10) can be rewritten as
M(C1, G558,k = 0) —1(C;,C3 5 B) < (1 —m)[BSVy(CF, C3) + K] (B11)
Note that the deposit contract (Cj, C3 ) is unaffected by either 8 or k, so to keep (B11) asan

equality, areduction in 8 must be compensated by an appropriate increase in k. This
generates the downward sloping section of the no-gambling conditionin £ and k space.

For g < fp < 1, werewrite (B10) as
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M(Cy, C3 58,k = 0) —1(C, C5 5 B) < (1= m)[(1 = D)BSVy(C1, C3) + K], (B12)

Since the left hand side isindependent of 8 and k, maintaining (B12) as an equality requires
the right hand side to be a constant. Differentiating the right hand side with respect to 8 or k,
one can obtain the slope of the no-gambling condition as

Z—" = [B7'(B) + T — 1]6Vy. (B13)
Blnge

It is clear from (B13) that the numerator is negativeif g — B and positiveif g — 1. So the
no-gambling condition is U-shaped.
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