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ABSTRACT
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tries to shed some light on the phenomenon of creditless recoveries using
industry-level data for a large sample of countries. We find that while a failure
of the credit stock to recover to its pre-crisis level does not hamper growth, a
failure of credit flows to recover slows down economic recovery. Next, we find
that industries that are more dependent on external finance recover more
quickly in countries with better financial development during creditless
recoveries as defined by Calvo et al. (2006a). This indicates that certain
mechanisms enable the economy to grow despite the creditless character of
recovery. These mechanisms may include the availability of alternative
sources of financing such as trade credit, the re-allocation to less credit
dependent sectors, or the take-up of unutilized capacity. Finally, we find
evidence that industries that are more dependent on trade credit as opposed
to bank credit recover more quickly because they are less vulnerable to
prolonged credit market disruptions. This “substitution effect” is stronger
during creditless recoveries, giving support to the view that creditless
recoveries are a response to protracted disruptions in official credit markets.

JEL Classification: F30, GO1 and 040
Keywords: creditless recoveries, financial crises and trade credit

Fabrizio Coricelli

MSE, Université Paris 1
106-112 Boulevard de I'Hopital
75647 Paris cedex 13
FRANCE

Email: fabrizio.coricelli@gmail.com

For further Discussion Papers by this author see:

www.cepr.org/pubs/new-dps/dplist.asp?authorid=114610

Submitted 24 March 2011

Isabelle Roland

Department of Economics
London School of Economics
Houghton Street

London WC2A 2AE

UK

Email: i.roland@lse.ac.uk

For further Discussion Papers by this author see:
www.cepr.org/pubs/new-dps/dplist.asp?authorid=168565



How do credit conditions shape economic recoveries?

Fabrizio Coricelli* and Isabelle Roland**

Abstract

This paper investigates the role of credit in shgm@conomic recoveries and tries to
shed some light on the phenomenon of creditlessvezis using industry-level data
for a large sample of countries. We find that wlaldailure of the credit stock to
recover to its pre-crisis level does not hampemgo a failure of credit flows to
recover slows down economic recovery. Next, we fimak industries that are more
dependent on external finance recover more quickbountries with better financial
development during creditless recoveries as defimnedCalvo et al. (2006a). This
indicates that certain mechanisms enable the ecpntorgrow despite the creditless
character of recovery. These mechanisms may indluel@vailability of alternative
sources of financing such as trade credit, thelloeadion to less credit dependent
sectors, or the take-up of unutilized capacityahyn we find evidence that industries
that are more dependent on trade credit as oppimsdxink credit recover more
quickly because they are less vulnerable to pr@dngedit market disruptions. This
“substitution effect” is stronger during creditlesscoveries, giving support to the
view that creditless recoveries are a responserdtrgoted disruptions in official
credit markets.
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1. Introduction

The global financial crisis that started in 2003 lggnerated renewed interest in the
role of credit in shaping economic recoveries. @itleat many credit markets froze
during the crisis and credit recovered sluggishlyts aftermath, the natural question
arises of how prolonged tight credit conditionsaffeconomic recovery. The existing
literature on credit and economic recoveries is idated by the study of “creditless
recoveries”. In their seminal contributions, Cakbal. (2006a, 2006b) coined the
term “Phoenix Miracles” to describe a phenomenorenehy after systemic crises
economic activity recovers without an accompanyewpvery in the credit stock. The
phenomenon has been mainly documented in emergompmies, but seems to play
a role in industrial countries as well [see e.q&3kens et al. (2008)]. Calvo and Loo-
Kung (2010) argue that the subprime crisis shaggseral characteristics of “Phoenix
Miracles”. Reinhart and Rogoff (2009) have alsowdra parallel between the recent
financial crisis and episodes of systemic criseseimerging markets, which are

typically characterized by creditless recoveries.

Several explanations of this phenomenon have besoged in the literature. Calvo
et al. (2006a, 2006b) argue that a “sudden undieaiton of capacity” created by a
crisis episode can rationalize a fast creditlesovery. Indeed, it appears that
investment recovers much more slowly than GDP afystemic crises. This implies
that GDP recovers mainly through the absorptionrafsed capacity. As investment
is assumed to be a credit-intensive activity, latknvestment during recovery may
explain why the recovery appears creditless. Howatés still unclear whether the
failure of investment to recover in tandem with GBRJue to demand factors (low
investment demand results in low demand for crealitsupply factors (prolonged
credit market disruptions constrain firms’ accesexternal finance). Claessens et al.
(2009) mention two additional explanations. Firsteditless recoveries may be
explained by a substitution between bank credit@hdr sources of financing such as
trade credit or internal finance. This substitutioray lead to the observation of
creditless recoveries when credit is measured ak t@edit as is usually the case in
the literature. Second, creditless recoveries mayassociated with a process of
reallocation from more to less credit-intensivetse If this is the case, output can

increase because of productivity gains without@ompanying credit expansion.



Finally, there is a more radical view that clairhattcreditless recoveries a la Calvo et
al. are unlikely to exist. According to Biggs et &009, 2010), claims about the
existence of creditless recoveries are based onghef an inappropriate measure of
credit, namely the stock of credit, instead of there relevant flow of credit. The
authors argue that some recoveries may appeartlessdiwhen one compares
developments in thetock of credit to developments in GDP flaw variable. They
argue instead that developments in GDP are a fumcti new borrowing, or the flow
of credit. They find that during recoveries prewidentified as creditless the
rebound in economic activity is highly correlateithamthe rebound in the flow of
credit, even if it is poorly correlated with theogrth in its stock. An implication of
their paper is that for economic activity to recoedter a financial crisis, it is not
necessary for the credit stock to increase but @mythe flow of credit to recover.
According to this view, a creditless recovery isesaovery during which the flow of
credit fails to recover in tandem with GDP. In sigw, the analysis by Biggs et al.
(2009, 2010) does not contradict the results by&at al. (2006a, 2006b), but rather
offers a different, possibly complementary, apphoéx studying the role of credit
conditions in shaping economic recoveries. Biggale{2009, 2010) underline the
role of credit flows for financing new net investm& and thus GDP growth.
However, following crises, GDP recovers at leasttlpeby using previously idle
capacity, without the need for new investments.oRedes during which the stock or

the flow of credit fails to recover may be two dist phenomena.

The present paper is complementary to Coricelli Rothnd (2010), who analyse the
finance-growth nexus during episodes of recesstoricelli and Roland (2010)
suggest that there exists a complex web of relships between bank credit, trade
credit, financial development and economic actjvétgd that these relationships may
differ depending on whether the economy is goimg@ugh an episode of growth,
contraction or recovery. In other words, they higii the importance of potential
asymmetry in the role of financial markets durindfedent phases of economic
activity. While Coricelli and Roland (2010) focus @pisodes of contraction, this
paper focuses on recoveries, and in particular reditbess recoveries. As in our
previous work, we focus on industry-level data. sThallows us to use the
methodology developed by Rajan and Zingales (1888jentify the role of credit



markets for output dynamics and thus avoid problefngendogeneity and reverse

causality in the credit-output relationship.

The most closely related paper is a recent coritdbiby Abiad et al. (2011)Using
aggregate and sectoral data, the authors findabatage growth during creditless
recoveries, defined in the Biggs sense as recaveiueng which the growth rate of
real bank credit is zero or negative, is about ied tltower than during “normal”
recoveries. In addition, sectors that are more widget on external finance are found
to grow relatively less during creditless recoveri@he authors conclude that
creditless recoveries reflect impaired financidermediation. Despite the common
theme of creditless recoveries, our paper diffessnfAbiad et al. (2011) in several
dimensions. First and foremost, our point of viewcoeditless recoveries is different.
In line with Calvo et al. (2006a) view, we find ththie puzzling phenomenon is the
one in which the economy travels along a V-shapede; with a sharp fall in output
followed by a rapid recovery, and at the same toredit does not recover. By
contrast, we find less puzzling that economiesvecoore slowly when credit fails
to recover. Furthermore, we focus on recoveries frecessions, whereas Abiad et al.
focus on recoveries from episodes of negative dwaps.

For these reasons, we distinguish two types ofitbesd recoveries, the Calvo-type
and the Biggs-type, and indeed we find evidencghafply different output behaviour
in the two types of recoveries, in accordance \thth predictions of the Calvo et al.
and Biggs et al. works. Moreover, whereas Abiadalet(2011) investigate the
negative impact of prolonged tight credit condisamn growth during recovery, we
focus on exploring the channels that might expkhi@ ability of the economy to
recover quickly without credit. In particular, wectis on the ability of firms to
substitute trade credit for bank credit. Trade iire@én help firms to continue
financing short-run working capital in the face tfht credit conditions. Our

empirical specifications reflect this conceptudlatence?

! Kannan (2010) as well analyzes the sectoral dyeechiring recoveries following financial crises.

% The specification of the sectoral empirical anaydiffers from the one in Abiad et al.. We extehd t
seminal work by Rajan and Zingales (1998) to thenpimenon of recoveries. As in Rajan and
Zingales, our identification of the impact of crednarkets on output is based on the interaction
between the sectoral dependence on external firmmdehe level of development of credit markets at
the country level. Considering as in Abiad et aD1(1), only sectoral dependence on external finance
by using the US as a benchmark, amounts to uset@rakfixed effect.



Our main conclusions are as follows. First, we idgntwo types of creditless
recoveries, namely episodes during which value édeleovers without an increase in
the credit stock (creditless recoveries in the Gagnse) and episodes during which
value added recovers without an increase in cfewits (creditless recoveries in the
Biggs sense). Both types of creditless recoveniesnat rare events and seem to be
associated with crises of a financial nature, gjvsupport to the view that the
disruption of credit markets is persistent follogifinancial crises. However, our
results highlight an important difference betwediose two types of creditless
recoveries. A failure of the credit stock to recowe its pre-crisis level does not
appear to hamper growth, on the contrary. By cehtra failure of credit flows to
recover seems to slow down economic recovery. iBhi®nsistent with results in the
existing literature. Second, we find that industrileat are more dependent on external
finance recover more quickly in countries with bettinancial development during
creditless recoveries in the Calvo sense. Thicatds that, consistent with Calvo et
al. (2006a, 2006b), certain mechanisms enable tomoeny to grow despite the
creditless character of recovery. These mechanmms include the availability of
alternative sources of financing such as tradeitgrdte re-allocation to less credit
dependent sectors, or the take-up of unutilizedaci&p Finally, we find that
industries that are relatively more dependent adercredit as opposed to bank credit
recover more quickly. At the industry level, a leghdependence on bank credit
relative to trade credit renders firms more vulbérato prolonged credit market
disruptions in the aftermath of a crisis. We chis teffect the “substitution effect”. At
the country level, by contrast, a higher relatiepehdence on bank credit appears to
have a positive impact on growth during recoveriBsis highlights a “contagion
effect” of trade credit, i.e. the propagation ofdncial distress and bankruptcy
through trade credit chains during crisis episoffese e.g. Kiyotaki and Moore
(1997), Calvo and Coricelli (1996), Coricelli andolBnd (2010)]. Overall, the
substitution effect seems to dominate and is fointbe stronger during creditless

recoveries.

The paper is structured as follows. In section  pwefly describe the sample and the
reasons why we choose to focus on industry-levi.da section 3, we investigate
the frequency and characteristics of creditlessweges in our sample. Importantly,

we distinguish between two types of creditless veges: those that are characterized
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by a failure of the credit stock to recover andsththat are characterized by a failure
of credit flows to recover. In section 4, we invgate whether industries that are
more dependent on external finance are more oraliéssted by creditless recoveries
in countries with better financial development. ®so explore whether the two types
of creditless recoveries we identified in sectioma®e a differential impact on growth

during recoveries. In section 5, we explore oneipidl mechanism that enables the
economy to recover without bank credit, namely shbstitution of trade credit for

bank credit. We ask whether industries that areentpendent on bank credit as
opposed to trade credit perform relatively betteriry creditless recoveries. Section

6 concludes and discusses avenues for furtherrofsea

2. Data sources and sample

As opposed to most of the existing literature, aualysis uses industry-level data for
several reasons. First, studies based on aggrdgtdedo not differentiate between
credit to the corporate sector, which is used tarfte investment, and credit to
households, which includes consumption and housiags. The latter do not affect
long-run growth and should therefore be excludenflan analysis of the finance-
growth nexus. Second, the behaviour of bank ciaatit its impact on the economy
may crucially depend on the behaviour of alterreasources of financing, such as
trade credit. Indeed, as we mentioned earlieray mappen that a creditless recovery
takes place because firms switch to alternativecgsuof external finance when credit
conditions are tight for a prolonged period of tind¢hile we use the ratio of credit to
GDP as a measure of financial development througth@uanalysis, we also use data
on the dependence of industries on bank creditiveldo trade credit in order to
address this point Third, GDP may be a misleading indicator of ecuimactivity
during recoveries because it often captures laigmlfinterventions. Therefore, it
seems more appropriate to use industry-level vadded data to study the
relationship between credit and recovery. Findhg, use of industry-level data allows
us to overcome well-known endogeneity problemsciipof analyses that rely on
aggregate data. Indeed, financial development meadsas the ratio of domestic
credit to GDP may predict growth because finaneiatkets are forward-looking and

® The data on the dependence of industries on bt celative to trade credit is taken from Raddat
(2008).



hence anticipate future growth. To circumvent tisoblem, we borrow the

methodology of Rajan and Zingales (1998).

We use value added data from the UNIDO databasenf@in sample covers a total
of 103 countries across 28 manufacturing indust(i@sligit ISIC Rev.2 level)
between 1965 and 200Data are deflated using CPI from the IMF IFS Hass.
Using the World Bank income categorization, 29 ¢oas are “low income”, 27 are
“lower middle income”, 27 are “upper middle incomahd 32 are “high income”.

Instead of working with annual data, we conduct analysis on “episodes” of
recovery. We trace the episodes of recovery ainhestry level starting from the first
year of positive change in value added after a domnuntil value added reaches its
pre-downturn level again. We measure the recouwergconomic activity using the
average percentage change of value added overetiied pof recovery as defined
above. Our sample contains 6663 such episodexoveey. The average growth rate
during these recoveries is 19.2% but there is Sagmt cross-country and industry
variation (the standard deviation is 20.5%). Onrage recoveries last 1.52 years but
again there is huge variation (the standard dewias 98%) and recoveries can last

between 1 and 11 years.

3. Creditless recoveries: descriptive statistics

3.1. How common and how different are creditless ooveries?

As mentioned above, we make a distinction betwemowveries during which the
stock of credit fails to increase and those dumvigch the flow of credit fails to
increase. We first investigate the evolution of gtheck of credit during episodes of
recovery by looking at the difference between treglit-to-GDP ratio in the last year
and the first year of recovery episodastpck). We interpret a negative difference as
indicating the presence of a creditless recoverthensense of Calvo et al. (2006),

namely a recovery in value added to pre-downtuvallthat is not accompanied by an

* Since the time span is not the same across atities, we have an unbalanced panel.
®>The choice of CPI as deflator allowed us to reth@largest possible number of countries, as for
many developing countries the CPI is the only pmickex available for a long time series.



increase of the credit-to-GDP ratio. In our samplere are 4000 industry-level
recoveries during which the credit-to-GDP ratioreases (by an average of 4.8
percentage points). During these recoveries, teeage growth rate is 18.3%. There
are 2542 recoveries during which the credit-to-GBi#v decreases (by an average of
7.8 percentage poinfs)During these recoveries, the average growth isatdgher,
namely 20.5%. Second, we investigate the evolutibthe flows of credit during
episodes of recovery by looking at the differenedwieen the growth rate of the
credit-to-GDP ratio in the last year and the fiystar of recovery episodeaflow).
We define a creditless recovery in the sense of8ef al. (2009) as an episode of
recovery for which this difference is negafiven our sample there are 2354 episodes
of industry-level recovery during which the growtite of the credit-to-GDP ratio
increases between the first and last years of gdby an average of 9.3 percentage
points). The average rate of growth during thossogjes is 18.2%. There are 2850
episodes of recovery for which the growth ratehaf tredit-to-GDP ratio is lower in
the last year than in the first year of recovery ém average of 10.5 percentage
pointsf. During these episodes the average rate of grisvtbwer, namely 17.4%.
The descriptive statistics indicate that creditlessoveries cannot be ruled out even
when one focuses on the flow of credit rather tthenstock as proposed by Biggs et
al. (2009).

In conclusion, our data indicate the presence ediidess recoveries both in the sense
of Calvo and Biggs. Creditless recoveries are noara phenomenon. Creditless
recoveries in the Calvo sense make up 39% of tted tmimber of recoveries on
which we have data on the change in the credit®@tio between the first and last
year of recovery. Creditless recoveries in the Biggnse make up 55% of the total
number of recoveries on which we have data on tla@ge in the growth rate of the
credit-to-GDP ratio between the first and last yefrecovery’ In addition, our

descriptive statistics highlight an important diffece between creditless recoveries in

® In total, we have data on the change in the ctedBDP ratio for 6542 recovery episodes.

" Note that although Abiad et al. (2011) use a simiefinition, ours is more “stringent”. Abiad ét a
(2011) define a creditless recovery as one in wiliehgrowth rate of real bank credit is zero or
negativein the first three years of recovery. Our definition, by contrast, is based on éhére duration
of each recovery episode.

8 In total, we have data on the change in the groaté of the credit-to-GDP ratio for 5204 recovery
episodes.

° Note that there is an overlap between Calvo tygeRiggs type creditless recoveries.



the sense of Calvo and Biggs. A failure of the itrstibck to recover to its pre-crisis
level, i.e. a creditless recovery in the Calvo sen®es not appear to hamper growth,
on the contrary. By contrast, a failure of creddwls to recover, i.e. a creditless

recovery in the Biggs sense, seems to slow downauix recovery.

3.2. Are creditless recoveries an emerging marketh@nomenon?

The phenomenon of creditless recoveries has beamyntocumented in emerging

economies; but according to Claessens, Kose anariesy (2008) it also seems to
play a role in industrial countries. Using the WloBank income classification, Tables
1 and 2 look at the occurrence of creditless retesdin the Calvo and Biggs sense

respectively) by income group in our sample.

[Insert Table 1 here]

The average growth rate during recovery episodesoissistently higher during
creditless recoveries in the Calvo sense aatdsacome categories. Consistent with
Calvo’s finding that creditless recoveries are iy an emerging market
phenomenon, the numbers for low income countries sriking. Not only are
creditless recoveries much more frequent in lovoine countries, their average
growth rate during creditless recoveries in thevG@akense is 22.9% (roughly the same
as during other recoveries) while the credit to Glako decreases by a staggering

19.8 percentage points.

[Insert Table 2 here]

Except for upper middle income countries, the ayergrowth rate during recovery
episodes is consistently lower during creditlesoveries in the Biggs sense across
all income groups. Low-income countries do not standas they did in Table 1,
suggesting that creditless recoveries in the Bggse are not primarily an emerging

market phenomenon.



3.3. Creditless recoveries and the nature of the pceding crisis

The natural question arises of to what extent thergence of creditless recoveries
depends on the nature of the preceding crisis. Waretore investigate the
characteristics of recoveries depending on whetihey follow or coincide with a
banking crisis, a currency crisis, a systemic sadstep or a sharp collapse in the
credit-to-GDP ratio. We use the banking and cuwyamisis dummies from Cerra and
Saxena (2008), based on Caprio and Klingebiel (R0f¥3d match them to our data
set. We also use the systemic sudden stops (S&S)field by Calvo et al. (2006) to
uncover episodes of systemic sudden stops in cupls®. While it has become
standard practice to use external sources to fgerrisis episodes in a data set (see
e.g. Kannan, (2010); Abiad et al. (2011)), we hadi¢hat this approach is subject to
numerous cavedts Therefore, we build an alternative indicator ahté for banking
crises that is definedithin our data set. We build a dummy variable that wast
whether a recovery episode was preceded by a is@gmnifcollapse of credit. More
precisely, the dummy variable is equal to 1 foisedes of recovery that are preceded
by a crisis during which the collapse of the créditGDP ratio is above the median
collapse during such episodes in the sample. dtsis important to keep in mind the
fact that the banking crisis episodes identified ®grra and Saxena (2008) are
“systemic” episodes. While the crisis episodes tified within our sample are
characterized by a sharp collapse in the cred@d? ratio, we do not make any
judgement about their potentially systemic natudenceforth, we will refer to
banking crises identified by Cerra and Saxena (R@38*systemic banking crises”
and banking crises identified within our sampléaedit collapses”.

Table 3 summarizes the characteristics of recosvatepending on the nature of the

preceding crisis. It is apparent that creditlesoveries are associated with financial

9 The definitions of the crisis dummies, data sosiaed explanations on how the dummies were
matched with our data set are given in Appendix 1.

1 A great deal of judgement may go into the comjaitabf lists of crisis episodes as it is sometimes
unclear where the line should be drawn betweeisaizd non-crisis episodes. Caprio and Klingebiel
(2003), which is the main source for Cerra and 8aXebanking crisis dummies, underline this
problem. They define a systemic banking crisisragch or all of bank capital being exhausted”. The
vagueness of this definition already testifieshi® degree of judgement necessarily involved in surch
exercise. According to Caprio and Klingebiel (2068 identification of banking crises is complichte
by the lack of data on banking sector losses, iaffeestimates that understate banking sector pnudhle
and the difficulty in identifying the timeframes bbénking crises (when they start and end).
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crises, especially systemic episodes, as oppos@thtr downturns. This provides
some evidence that creditless recoveries are asdavith prolonged credit market

disruptions.

[Insert Table 3 here]

4. Creditless recoveries and dependence on extelfimance

In this section, we explore the link between cled# recoveries and growth by
asking whether industries that are relatively mdependent on external finance
recover more slowly in countries with better fineth@evelopment. Our measure of
dependence on external finance follows Rajan andales (1998) and is defined as
the share of capital expenditure financed outsifieetained earnings. Rajan and
Zingales (2008) compute this ratio for U.S. firnmslaise the U.S. ratios as proxies for
the dependence on external finance in other castassuming that the averaged
ratios for the U.S. represent the intrinsic exterfir@ancing needs of the various

industries. We estimate the following model.

Growth; x = Constant #1..m Country + Bm+1..n INdustry + B+
Shargk+ Bn+2 Interactiony + Bn+s Recoveryy + Bnisa Recoveryy *
Interactionx + Pn+s Creditless Recovery + Bn+s Creditless

Recoveryyx * Interaction; + g« (2)

WhereGrowth; = Average growth over the recovery period in copktindustry j;
Countryy = country indicators|ndustry; = industry indicatorsShargx = Industry j's
share of manufacturing in countkyin first year of the episod&ecovery;x = dummy
that is equal to 1 if the industry-level episodeisecoveryjnteraction;, = indicator
of external dependence of industry j multipliedtbg credit-to-GDP ratio of country
k; Creditless Recovery;x = dummy that is equal to 1 if the industry-levelsegle is a

creditless recovery either in the Calvo sense®Bilggs sense.

[Insert Table 4 here]
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The coefficient orthare is significantly negative in both estimations, icating the
presence of convergence effects. The coefficierthemteraction variable is positive

in both estimations (but only significant in thecgrd), indicating that industries that
are more dependent on external finance grow fastexperience smaller downturns
in countries with better financial development. gt in line with the results in Rajan
and Zingales (1998) and Coricelli and Roland (20&8pectively. Unsurprisingly, the
coefficient on the recovery dummy is significangpsitive in both estimations.
Consistent with the results of section 2, the coeffit on creditless recoveries in the
Calvo sense is significantly positive and that oediless recoveries in the Biggs
sense is significantly negative. This indicated ttraditless recoveries in the Calvo
sense on average are characterized by a highesfrgtewth, in line with the findings
of Calvo et al. (2006a,b). By contrast, the rateredovery is significantly lower
during creditless recoveries in the Biggs sensénewith the finding in Biggs et al.
(2009) of a positive correlation between recovdr@DP and positive credit flows. In
both specifications, the sum Bf.3 andBn+sis positive as expected. The coefficient on
the interaction between the creditless recovery rdymand thelnteraction variable is
positive for both types of creditless recoveriest lonly significant for creditless
recoveries in the Calvo sense. This is consistetit Walvo et al. (2006a, 2006b)
according to which creditless recoveriddh@enix Miraclep are characterized by a
relatively faster recovery rate. The creditlesssnesrecovery captures the fact that
despite a lower demand or supply of credit, otheclmnisms enable the economy to
grow without credit. These mechanisms may inclute availability of alternative
sources of financing such as trade credit, a reatilon towards less credit dependent
sectors, or the take-up of unutilized capacity.géb a sense of the magnitude of this
effect, consider the following experiment. The istly at the 80th percentile of
external dependence (high dependence) is “MacHindiye industry at the 20th
percentile (low dependence) is “Apparel’. The courdit the 80th percentile of
development as measured by the average credit-t8-abo in the first year of all
episodes is the United Kingdom, while the countrythee 20th percentile is Costa
Rica. The coefficient estimate on the interactieiween the creditless recovery
dummy and external dependence treghls 29% growth in real value added in
“Machinery” in the UK as compared to “Apparel” ino&ta Rica. The fact that the
coefficient is insignificant for creditless recoie in the Biggs sense suggests that

these mechanisms are not at work, or less so, gluhese types of creditless
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recoveries. Again, this seems to be in line with finding in Biggs et al. (2009) of a

positive correlation between recovery of GDP ansitpe credit flows.

By contrast, the coefficient on the interactionwesn the recovery dummy and the
Interaction variable is significantly negative in both estiroas. This is consistent

with credit conditions remaining tight followingny type of downturn because of
increased agency problems and financial accelenagmhanisms [Bernanke, Gertler,
and Gilchrist (1999), and Kiyotaki and Moore (199and the absence of alternative
“engines of growth” that appear to be at work dgrareditless recoveries. In other
words, firms have few alternatives to bank loanailable to them to finance their

growth at a time when credit conditions are tighénce, industries that are more
dependent on external finance suffer disproportelganore in countries where bank

credit is ex-ante important (countries with a hogedit-to-GDP ratio).

5. Recovery and relative dependence on bank crediersus trade credit

Since credit conditions remain strained for a pngkd period following downturns,
in particular financial crises, the natural questarises whether firms are able to
substitute other forms of external finance for banédit. In the presence of market
imperfections, other sources of external finanahsas bond and equity issuance are
not perfect substitutes for bank loans. In addjtioonditions are most likely to be
strained in bond and equity markets following dawns as agency problems worsen
in those markets too. Trade credit may be a betédie alternative to bank credit and
other forms of market-based external finance. Teee we investigate whether
industries that rely more on bank credit relativdrade credit experience lower rates
of recovery. We use data from Raddatz (2008) onréte® of short-term debt to
payables at the country and industry-level as aicator of the industry-level and
country-level dependence on bank credit relativetrémle credit (henceforth the
Raddatz indicator). The median ratio of bank creditrade credit at the industry
(country) level in our sample is 0.88 (0.91). Tablsummarizes the average growth
rate depending on whether the Raddatz indicatdheatcountry or industry level is
above or below the sample median - for all episadescovery and those that follow
specific types of crises.
[Insert Table 5 here]
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In general, industries that are more dependentark leredit as opposed to trade
credit seem to recover more slowly. This is theectdlowing any type of crisis
considered here. The picture looks strikingly diéfg at the country level. In general,
industries in countries that are more dependenbamk credit as opposed to trade
credit seem to recover more quickly. Again, thistrige across all types of crises
considered hefé At the industry level, a higher dependence orkbaedit relative
to trade credit renders firms more vulnerable w@rged credit market disruptions in
the aftermath of a crisis. Therefore, industriest tiely relatively more on alternative
sources of external financing, such as trade credhty fare better during recovery.
We call this effect the “substitution effect”. Atd country level, by contrast, a higher
relative dependence on bank credit appears to hapesitive impact on growth
during recoveries. This highlights a “contagioneeff of trade credit, i.e. the
propagation of financial distress and bankruptapulgh trade credit chains during
crisis episodes [see e.g. Kiyotaki and Moore (19€aJvo and Coricelli (1996)]. This
is also consistent with the theoretical model ini€li and Roland (2010), in which
a higher dependence on bank credit relative teetcaddit increases the likelihood of
production-chain equilibrium. When credit markets anderdeveloped and enterprise
activity is financed by trade credit, shocks mayguce a break-up of credit and
production chains, leading to sudden and sharp asoimn contractions. The
development of a banking sector can reduce theapitity of such collapses and

hence plays a crucial role in softening outputidesl and spurring recovery.

In order to investigate whether the conclusionsvabsurvive econometric analysis,
we use data from Raddatz (2008) to estimate thewoig model by OLS on the sub-

samples of all recoveries and creditless recovéries

Growth;x = Constant +p1 Sharg + B2 Interactionx + s Bank + B4

Bank + Bs Bank *Bankk + &j« (2)

2 The results are similar if we consider the prodiiche Raddatz indicators at the country and
industry level.

13 Data from Raddatz (2008) are only available focdQntries. Our sample size is reduced
accordingly.

We use the sub-sample of recovery episodes rdtharthe full sample because this allows us to avoid
the inclusion of many interaction terms that maieinterpretation of results rather cumbersome.
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where Bankis the Raddatz indicator for country k and Baskhe Raddatz indicator

for industry j. The other variables are as before.

[Insert Table 6 here]

The results on the sample of all recoveries aresistant with the descriptive
statistics. The coefficient on thiteraction variable is significantly negative,
indicating that industries that are relatively matependent on external finance
recover more slowly. More importantly, the resudtsfirm the existence of both a
“substitution effect” and a “contagion effect” ofate credit identified in the
descriptive statistics. The coefficient on the Raddndicator at the industry level is
significantly negative. Firms in industries thalyrenore heavily on trade credit
recover more quickly than firms in other industrig$is provides further evidence
that credit market disruptions persist after crepssodes and constrain recovery when
firms are heavily dependent on bank loans. By esttthe coefficient on the Raddatz
indicator at the country level is significantly toge and the interaction term between
the Raddatz indicator at the country and indusemels is significantly positivé
indicating that industries that are more reliant loenk credit do better during
recoveries in countries that have a higher degfeel@mnce on bank credit. These
results confirm the existence of a “contagion dffélirough trade credit chains. The
sign of the overall effect at the industry levepdeds on the direct “substitution”
effect and the interaction term with the countryelleindicator. The substitution effect
appears to dominate because the overall impachefiridustry-level indicator on

growth is negative when evaluated at the mediagl lefthe country-level indicator.

To get a sense of the magnitude of the combinetsfiof the relative dependence on
bank credit at the industry and country levels,soder two cases: an industry with a
low dependence on bank credit in a country withgh lidependence on bank credit
(favourable case) versus an industry with a higheddence on bank credit in a
country with a low dependence on bank credit (undaable case). The industry at
the 80th percentile of dependence (high dependaac®on-ferrous metals”. The

industry at the 20th percentile (low dependence)Qsher non-metallic mineral

4 The positive interaction term is confirmed by estiing model (2) where the country-level and
industry-level Raddatz indicators are replaceddayntry-level and industry-level fixed effects. Thes
results are not reported here for brevity.
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products”. The country at the 80th percentile opatelence is Icelay while the
country at the 20th percentile is France. The adefit estimates on the terms
involving the industry-level and country-level Radid indicatorsadd 37% growth to
“Other non-metallic mineral products” in Icelandngoared to “Non-ferrous metals”

in France.

We obtain similar results on the two subsamplesreflitiess recoveries. However,
while the coefficient on thénteraction variable becomes insignificant, both the
“substitution effect” and the “contagion effect” whde credit are markedly stronger.
In particular, the negative coefficient on the istty-level Raddatz indicator and the
positive interaction term between the country-lemed industry-level indicators have
become substantially larger. The overall impact tké industry-level Raddatz

indicator remains negative at the median valudefdountry-level Raddatz indicator
and is of similar amplitude as in the full sampferecoveries. The stronger effects
associated with trade credit during creditless veges seem intuitive. While credit
market disruptions persist after crisis episodéss ts a fortiori the case during

creditless recoveries. Industries that rely re&yivmore on bank credit are therefore
at a stronger disadvantage during creditless rems/eOn the other hand, prolonged
disruptions also undermine confidence in broadeditrmarkets, including trade

credit relationships. These disruptions and thaltieg “contagion effect” are likely

to be more acute during creditless recoveries.

In conclusion, we find evidence showing that indestthat rely more heavily on
trade credit fare better during recoveries. In &oldj this “substitution effect” is
larger during creditless recoveries. This suggdststrade credit may play a role in

explaining the creditless character of certain vecp episodes.

7. Concluding remarks

The “Great Recession” that started in 2007 hasrgéee renewed interest in the role
of credit in shaping economic recoveries, in patéicthe question of how prolonged

credit market disruptions may affect the pace ahecnic growth in the aftermath of

!5 Note that Iceland is out of sample, but we stickhe 8F-20" percentile comparison for illustrative
purposes.
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the crisis. The existing literature on credit amdreomic recoveries is dominated by
the study of “creditless recoveries”, a phenomendrereby economic activity

recovers in the absence of credit growth. In trapgs, we investigate the role of
credit in shaping economic recoveries and try ®dséome light on the phenomenon

of creditless recoveries using industry-level datea large sample of countries.

Our main conclusions are as follows. First, we fdgntwo types of creditless
recoveries, namely episodes during which value édeleovers without an increase in
the credit stock (creditless recoveries in the Gagnse) and episodes during which
value added recovers without an increase in cfeits (creditless recoveries in the
Biggs sense). Both types of creditless recoveniesnat rare events and seem to be
associated with crises of a financial nature, gjvsupport to the view that the
disruption of credit markets is persistent follogifinancial crises. However, our
results highlight an important difference betwediose two types of creditless
recoveries. A failure of the credit stock to recowe its pre-crisis level does not
appear to hamper growth, on the contrary. By cehtra failure of credit flows to
recover seems to slow down economic recovery. iBhi®nsistent with results in the
existing literature. Second, we find that industrileat are more dependent on external
finance recover more quickly in countries with bettinancial development during
creditless recoveries in the Calvo sense. Thicatds that, consistent with Calvo et
al. (2006a, 2006b), certain mechanisms enable to@oeny to grow despite the
creditless character of recovery. These mechanmms include the availability of
alternative sources of financing such as tradeitgréte re-allocation to less credit
dependent sectors, or the take-up of unutilizedci&p The fact that this effect is not
present during creditless recoveries in the Biggses suggests that these mechanisms
are not at work during this type of creditless remees. Finally, we find that
industries that are relatively more dependent adercredit as opposed to bank credit
recover more quickly. At the industry level, a reghdependence on bank credit
relative to trade credit renders firms more vulbérato prolonged credit market
disruptions in the aftermath of a crisis. We chis teffect the “substitution effect”. At
the country level, by contrast, a higher relatiepehdence on bank credit appears to
have a positive impact on growth during recoveriBsis highlights a “contagion
effect” of trade credit, i.e. the propagation ofdncial distress and bankruptcy

through trade credit chains during crisis episoffese e.g. Kiyotaki and Moore
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(1997), Calvo and Coricelli (1996), Coricelli andolBnd (2010)]. Overall, the
substitution effect seems to dominate and is fountbe stronger during creditless

recoveries.

There is a large scope for further research ingortihe of credit in shaping economic

recoveries. In particular, our work highlights twoportant issues that may warrant
further investigation. First, additional work iseu®d to shed light on the mechanisms
that enable economic activity to recover in theeabs of credit growth. Second,

further research could try to shed some light om distinction between creditless

recoveries in the Calvo and Biggs sense. Thesetypes of creditless recoveries

seem to be two separate phenomena, with a diffaleimhpact on growth.
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Appendix 1: Description of the crisis episodes

Definition

Source

Banking crises

Dummy = 1 if a systemic bankin
crisis (as defined in Cerra and Saxe
2008%*) coincides with the first year ¢
the recovery episode or any year
the preceding downturn episod
otherwise 0

*A systemic banking crisis is defineq
as much or all of bank capital being
exhausted.

Cerra and
ndaxena (2008)

piNote: Cerra ang
&axena use

eCaprio and
Klingebiel

(2003) as their

main source.

)

D

Credit collapses

Dummy = 1 for episodes of recove
that are preceded by a crisis dur
which the collapse of the credit

GDP ratio is above the medi:
collapse during such episodes in

sample; O otherwise.

rown
negplculations
(o

AN

he

Currency crises

Dummy = 1 if a currency crisis (&
defined in Cerra and Saxena, 200
coincides with the first year of th

<Cerra and
B9axena (2008)
e

recovery episode or any year of
preceding downturn episod
otherwise 0.

*A currency crisis is defined b
constructing an exchange mark
pressure
country. The EMPI is defined as t
percentage depreciation in t
exchange rate plus the percentage
in foreign exchange reserves. Dum

index (EMPI) for eac

he

et
h
ne
ne
0SS

my

= 1 if the EMPI is in the uppe

r

guartile of all observations across Whe

panel.

Systemic sudden stops

Dummy = 1 if a systemic crisis (a£alvo et al.

defined in Calvo et al,

2006bt)(2006b)

coincides with the first year of the
recovery episode or any year of the

preceding downturn

otherwise 0.

episod

*3S episodes are defined as crises
occur during periods of “System
Sudden Stop” i.e., periods of capi

that
C
tal

inflow collapse.
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Appendix 2: Tables

Table 1: Creditless recoveries in the Calvo sensg income grou

Creditless recoveries Recoveries with credit Propdion of
Growth | Astock | Obs| Growth | Astock | Obs creditless
recoveries
High
income: 15.2% -8.1pp| 928 13.29 6.2pp 1677 36%
OECD
High
income: 22.8% | -6.8pp| 190 20.3¢9 6.8pp 393 33%
non OECD
Upper
middle 22.8% -4pp 551 19.5% 39pp 8538 39%
income
Lower
middle 25.2% | -29pp| 506 24.99 28pp 853 37%
income
Low 4 )
) 22.9% | -19.8pp| 36 228% 22pp 219 63%
income

Note: Growth = Average growth over the recoveryiguerAstock = Change in the

credit-to-GDP ratio between the last and first geaifr the recovery episode; Obs =

number of observations.

Table 2: Creditless recoveries in the Bi

gs sensg mcome group

Creditless recoveries Recoveries with credi Propdion of
Growth Aflow Obs | Growth | Aflow | Obs creditless
recoveries
High
income: 12.2% -8.6pp | 1145 13.3% | 6.3pp| 1031 53%
OECD
High
income: 18.3% | -10.3pp| 293 22%| 10.7ppl89 61%
non OECD
Upper
middle 19.7% | -139pp| 584 18.9% 14.1ppi9l 54%
income
Lower
middle 23.8% -9.8pp 615 24.89 8.6pp 447 58%
income
Low
. 19.5% -13pp 213 23.2% 12.9pplo6 52%
income

Note: Growth = Average growth over the recoveryiquerAflow = Change in the

growth rate of the credit to GDP ratio betweenldst and first years of the recovery

episode; Obs = number of observations.
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Table 3: Characteristics of recoveries following dferent types of crises

Growth Astock Aflow
All downturns
except financial 19.9% 0.0 pp 0.0 pp
crises
Systemic banking
crises 21.4% -6.2 pp -3.5pp
Credit collapses 13.2% -0.8 pp 1.2 pp
Currency crises 17.9% -0.7 pp -2.7 pp
SSS 20.6% -1.4 pp -6.3 pp

Note: Growth = Average growth over the recoveryigubrAstock = Change in the
credit-to-GDP ratio between the last and first geafrthe recovery episodaflow =
Change in the growth rate of the credit-to-GDPor&igetween the last and first years
of the recovery episode; Obs = number of obsematio

Table 4: Creditless recoveries and relative dependee on external finance

Growth | coefficient | t-stat | p-value
Creditless recoveries Calvo sense

Share -0.958 -9.18 0.000

Interaction 0.049 1.64 0.101

Recovery 0.214 29.21 0.000

Recovery*Interaction -0.184 -6.37 0.000

Creditless Recovery 0.023 2.32 0.020

Creditless _ 0.062 2.27 0.023

Recovery*Interaction

Constant -0.252 -2.57 0.010

Number of obs = 18491

Root MSE = 0.1060

Growth | coefficient | t-stat | p-value
Creditless recoveries Biggs sense

Share -0.960 -9.19 0.000

Interaction 0.056 1.84 0.066

Recovery 0.238 31.71 0.000

Recovery*Interaction -0.173 -5.99 0.000

Creditless Recovery -0.036 -3.81 0.000

Creditless _ 0.040 1.53 0.126

Recovery*Interaction

Constant -0.255 -2.60 0.009

Number of obs = 18491

Adj R-squared = 0.1060
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Table 5: Recovery and relative dependence of bankedit

Growth Raddatz indicator - industry Raddatz indicator - country
> 0.88 <0.88 >0.91 <0.91

All recoveries 18.6% 19.7% 21% 14%

Banking crises 21.1% 21.7% 24.2% 14.1%

(CS)

Banking crises 12.3% 14.2% 13.9% 11.4%

(own)

Currency 17.3% 18.5% 19.7% 13.2%

crises

SSS 19.6% 21.7% 22.9% 10.3%

Table 6: Recovery and relative dependence on bankretlit — recovery sub-
sample (p-values between brackets)

Growth All recoveries Creditless Creditless
recoveries (Calvo)| recoveries (Biggs)
Share -1.194 -1.341 -1.117
(0.000) (0.000) (0.000)
Interaction -0.029 -0.009 -0.010
(0.029) (0.633) (0.526)
Banky 0.258 -0.003 -0.002
(0.008) (0.844) (0.880)
Bank; -0.051 -0.073 -0.072
(0.000) (0.000) (0.000)
Bank; *Bankj 0.021 0.043 0.046
(0.019) (0.003) (0.000)
Constant 0.191 0.233 0.202
(0.000) (0.000) (0.000)
Impact of Bank; at 10.032 10.034 0.030
median Bank
Number of obs 3798 1453 1739
Adj R-squared 0.0539 0.0456 0.0584

24




	DP8325prelims
	HOW DO CREDIT CONDITIONS SHAPE ECONOMIC RECOVERIES?

	How do credit conditions shape economic recoveries 24March2011fc

