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ABSTRACT

A Framework for Cross-Country Comparisons of Public
Infrastructure Constraints on Firm Growth

How should a policy-maker prioritize interventions to improve the public
infrastructure with which firms operate and how large are the benefits from
doing so likely to be? To address these questions we use survey data on the
obstacles arising from poor quality public inputs that managers face in running
their firms. Our conceptual framework centres on the public input character of
physical infrastructure and institutions, and uses an O-ring production function
to model the impact of poor quality infrastructure on output. Using survey data
from over 72,000 firms in 95 countries, we verify the consistency of the within-
and cross-country variation in reported constraints with predictions of the
model. We use the framework to construct estimates of the impact on output
and productivity of improvements in the quality of public inputs and how these
differ between rich and poor countries. We show how a policy-maker can use
the country-level data and the benchmarks estimated from the cross-country
data to prioritize public infrastructure investment in their country. Our results
indicate that priorities vary widely among countries and suggest a degree of
caution about donor policies tying development assistance to generic
improvements in the business environment. The results also suggest that the
benefits arising directly from such improvements are likely to be modest
relative to the scale of impact implied by aggregate-level studies of the role of
institutions in economic development.

JEL Classification: H41, 012, 016 and O57
Keywords: constraints on growth, finance, infrastructure, institutions, O-ring
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Wendy Carlin

Department of Economics
University College London
Gower Street

London

WCL1E 6BT

Email: w.carlin@ucl.ac.uk

For further Discussion Papers by this author see:

www.cepr.org/pubs/new-dps/dplist.asp?authorid=115115

Paul Seabright

Institut d'Economie Industrielle
Université de Toulouse-1
Manufacture de Tabacs

21, Allée de Brienne

31000 Toulouse

FRANCE

Email: seabrigh@cict.fr

For further Discussion Papers by this author see:

www.cepr.org/pubs/new-dps/dplist.asp?authorid=108588

Mark E Schaffer

Centre for Economic Reform
and Transformation, Dept of
Economics

Heriot-Watt University
Riccarton

Edinburgh

EH14 4AS

Email: m.e.schaffer@hw.ac.uk

For further Discussion Papers by this author see:
www.cepr.org/pubs/new-dps/dplist.asp?authorid=110682

This Paper is produced as part of the CEPR project 'SCience, Innovation,
FIrms and markets in a GLObalized World'" funded by the European

Commission under
(Collaborative Project).

Submitted 16 January 2010

its Seventh Framework Programme for

Research



1. Introduction

How should a policy-maker prioritize intervention® improve the public
infrastructure environment in which firms operai&® propose an approach to this
problem that makes use of a large firm-level dataregistering managers’ rankings
of the importance of external constraints for tiperation and growth of their firm.
Our approach allows us to tackle what have beentoumow the two greatest
difficulties in investigating empirically the natuof institutional constraints on firm
growth. The first is that these constraints vaognfrcountry to country in their impact
on firms. The second is that there are many diffenelevant aspects of the
infrastructure environment, but it is difficult tistinguish their various impacts on

firm performance because they are significantlyelated.

The approach we outline consists of asking manageover 72,000 firms spread
over 95 countries not simply to describe the stéiafrastructure in their country, but
more specifically to evaluate the impact of eachseferal dimensions of the
infrastructure on the output of their businessesvided these answers are collected
and interpreted with care, we can use them as dk&s lfor a direct measure of the
potential benefits to be gained from improvememighe state of each particular
component of the infrastructure. This contrastdwite approach that has generally
been used to measure the impact of institutionaktraints on firm performance,
which is to use such measures in cross-countryessgns of the determinants of
growth, and to interpret the regression coefficemtinfrastructure as the appropriate
measure of the benefits of infrastructure improvetsieBecause this point is central
to the paper it is worth explaining the differemce¢hese approaches in some detail.

The standard approach to the question of how tb@yativity and growth of firms is

affected by the quality of their institutional eraiment is to attempt to uncover an
“average treatment effect” of institutions on grbwising cross-country regression
analysis where a measure of performance is regressadicators of institutions and
other controls. Recent studies have sought todowt instrumental variables for the
institutional environment to mimic a quasi-expenta setting, corresponding to a
thought experiment in which some exogenous shoalsléo an improvement in
institutional quality at the sample mean. For ins&g Hall & Jones (1999) regress

output per worker on a proxy measure of “sociatastructure” constructed from



indicators of government antidiversion policies apeénness to international trade; as
instruments for this endogenous measure they wande from the equator and the
extent of West European languages. Acemoglu €2@00) regress GDP per capita
on two alternative measures, one an index of ptiote@against expropriation and the
other an indicator of constraints on the executias; instruments they use the
mortality of the original colonial settlers. Bottudies find apparently large effects of

institutions, on productivity and output respediyve

There are three major problems with using regressaefficients estimated in this
way as a measure of the benefits to be expected ifmgproving infrastructure. The
first is that it is hard to believe that variablksch as distance from the equator and
settler mortality are truly exogenous - that isfrelated with output or GDBnly
through their effect on the quality of institutions particular, to be valid instruments
they need to be uncorrelated with any omitted Wéeidhat properly belongs in the
main regression. Exogeneity is testable via ovetifieation tests, but there are
weaknesses to these tests. The equation musteneletified, and the test will not
have any power if the instruments all identify tkeme wrong coefficient. These

issues are mostly well known if not always well arsfood.

The second problem, which has been much less disgdus the literature, is that it is
quite unclear how to interpret the proposed measofénstitutions. There are many
possible aspects of institutional quality that niigffect economic development, and
many of these aspects are correlated. Countriesemdbwed on one measure are
likely to be well endowed on many of the others,ameg there are insufficient
degrees of freedom to test for one measure aganugher (this is sometimes known
as "the curse of dimensionality*)nstead, most studies in this literature testtfiar
importance of one aspect of the institutional emvinent against the null hypothesis
that there isno systematic influence on productivity other thammsobasic factor
endowments. However, this is not interesting asilahypothesis, and its statistical
rejection in no way implies that the particular posed institutional measure in fact
determines development, rather than happening tcobelated with whatever it is

that does.

! Horowitz (2004) illustrates the curse of dimensiity in the context of the evaluation of the rigt
carry gun laws.



The third problem for this approach would be sesiewen if satisfactory solutions
could be found to the first two. A policy-maker keguidance on which dimension(s)
of the institutional environment to prioritize fowver specific country — not for the
average countr§.In the case of randomized control trials (RCTSs) dofigs in
medicine and the applications in economics whenelamized experiments are used
to evaluate labor market and welfare interventidns,assumed that the population of
the treated and the untreated (individuals or hoalsis) share common characteristics
(e.g. physiological or behavioural ones) that deiee their responses to the
treatment. In this case, an average treatmenttdffan a clinical medical trial yields
insights that can be applied to an average indalidvho falls ill. This is what is
meant by saying that random assignment allows @ypotlevant average treatment
effect to be estimated because there argystematic differences between the group
receiving and the group not receiving the treatmenhereas the “common
physiology or household behaviour” hypothesis ulytley the use of randomized
trials in medicine or micro policy evaluation mag beasonable and there may be
circumstances in which the efficacy of the treathragtermined in the RCT can be
used in a drug- or policy-prescription setting, #malogous hypothesis that countries
with and without certain institutions otherwise shaa common technology of
development is implausible.

Hausmann, Rodrik and Velasco (2008) and Dixit (30@dint to the limited
usefulness of the results of cross-country regoesanalyses in identifying country-
specific priorities for policy and propose waysunidertaking policy-relevant growth
diagnostics. Our approach is in the same spiritimitmodel bottlenecks differently
because we wish to match the modelling directhhviitisiness environment survey
data. The aim of this paper is to show that whay #re correctly interpreted these
data in fact yield intuitive and valuable insights.

The surveys (BEEPS, PICS, ICA) have a series oftgques with the following
wording: “Can you tell me how problematic are thediferent factors for the
operation and growth of your business?” There aaflodvable answers ranging from

2 Deaton (2009) highlights the problems for inferené heterogeneity in both experimental and quasi-
experimental settings. His examples include theaichpf aid on development.



“No obstacle” to “Major obstacle®. It is tricky to translate this into a standard
production function framework for a number of reasoTo begin with, it is an
evaluation of an impact rather than a descriptibrihe quantity of infrastructure

services supplied.

To see why this matters, consider what might happsuach questions were applied
to internet access. A firm in a rich country migjhtd that problems of internet access
were a significant obstacle to the operation armvgr of its business, because its
business model depended on sophisticated inteceesa in real time to its customer
base. A firm in a poor country might answer tharéhwas no problem at all because
it never used the internet. The poor country wostdre well on internet access
problems and the rich country would score badlyl exleed these problems would
be more of a constraint on business operation enriith country. But it could not

therefore be concluded that the state of the ieteimfrastructure was better in the
poor than in the rich country. It is therefore impat to develop a framework in

which these answers can be interpreted as whatitldeed appear to be, namely a
direct measure of the cost to the firm of unrekaldr poor quality public

infrastructure rather than forcing them to appesrfactor inputs in a standard
production function. If we were to estimate inegnession framework the impact of
internet access on firm productivity using thesesoees as a factor input (instead of,
say, bandwidth or download speeds), we would fingt tproblems with internet

access were associated with higher productivity.

This example illustrates the difficulties faced whesing the standard production
function approach to capture the impact of pubiitastructure on firm productivity
using these answers: more productive firms repmthdr costs of poor provision.
Rather than try to solve this fundamental endodgm@ioblem within the standard
production function approach, we propose an altermdramework in which we
model and estimate the variation in these valuationa nutshell, we move what was

a right-hand side variable to the left-hand side.

% In some surveys, a fifth category, “very severstatle”, is added.



Two other features of the data also need to beatedt in the framework. The first is
that the same scaling is used for all inputs. Timslerlines the desirability of
interpreting the answers in the common currencgosts of forgone profits or sales
rather than in the different units of the varionguts. Secondly, the question as posed
explicitly allows for the possibility that infrastcture may impose no constraint, via
the answer “no obstacle”. We therefore want a fnaark that allows for “satiation”

in this sense and that makes the answers compaatass types of public inputs for

a single firm and comparable across firms and camt

We do this by thinking of public infrastructure as input whose reliability is
uncertain, and using a probability metric for treditability. A feature of infrastructure
is a “major obstacle” when the public input is likéo fail often, and “no obstacle”
corresponds to outcome when the public input isligpr 100% reliable. As we
describe in more detail in section 3, we are ablddtermine a reasonable range of
probabilities that correspond to the answer "majastacle” by matching it with the
answer to separate questions on the percentagstafdlies due to power and telecom
outages. This then allows us to simulate the extenthich overall output may fall
below what it would have been otherwise due to dbmbined impact of all the
constraints faced by a firm. Comparing these resatross countries gives us some
sense of the comparative total costs faced by fuoes to weaknesses in the public

infrastructure.

The framework we use centres on the public inpuratter of many external
constraints. By public input, we mean that theasfructure input may be rivalrous in
consumption by firms but is non-excludable (Atkinand Stiglitz, 1980). Examples
of rivalrous public inputs are physical infrastug, the legal system (courts),
customs administration, and crime prevention. Nwahous ones include the
macroeconomic environment, the framework for deihg policy certainty, or for
controlling bribes. The public input often hasesazprice. For constraints that can be
modelled as public inputs, the supply of this foominfrastructure (e.g., the legal

system, customs regulation) is common to all firmghe country.

We formalize the probability metric using an O-ripgoduction function (Kremer

1993). The idea is that each worker contributessmential component to total output.



The contribution is successful if all the requireftastructure inputs are provided; the
component fails because, for example, the eletstvegnt out, or there was vandalism
or theft, or customs clearance didn’t come throimgtime. O-ring technology means
that if any single component fails, the outputhed# firm is zero.

The O-ring model allows us to predict the way thepbrted cost” of an external
public input constraint varies with firm characgtiés such as size, sector, exporter
status, ownership and manager education (holdieagwailability of the public input
constant). We verify using the survey data thatati@n in the reported cost across
firms is consistent with the responses reflectinglaring reliability measure. Larger
and higher-productivity firms generally report héghreported costs, and the
variations in reported costs across different typéspublic inputs are plausibly
correlated with the differing intensities with whidifferent types of firms use these
inputs. For example, construction firms report leigbosts from problems with access
to land and with corruption than do manufacturimms$, and exporters report higher
costs associated with customs regulations tharodeerporters.

We also examine how consistent the country-levelraye reported cost measures
from the manager perceptions data are with a vettibished fact about economic
development by taking the example of rural/urbaffie®ntials. Since urbanization
increases with development, this suggests thabwn GDP per capita countries the
average reported cost of public input constraintshe higher in urban areas where
growth is concentrated than in rural areas. Thialvurban differential in the reported
cost should disappear as integration across thetigotakes place with development,
and should therefore be absent in rich countribég data conform to this prediction

across a wide range of institutional dimensionguddlic infrastructure.

Having established that the within and cross-cqudata appear consistent with the
proposed O-ring model, we assess the scope fog tistnaverage reported cost of the
constraint as a framework for uncovering the mamttiénecks to growth at the
country level. We do this by using the cross-copdtmension of the dataset to create
benchmark measures for a typical country at a gigeal of GDP per capita, which

allows us to answer the following questions:



1. Do firms in country j generally report themselvesiaore constrained than
firms in a typical country?

2. Do firms in country j report that constraint k iglh— a priority — compared to
other constraints in that country?

3. Do firms in country j report that constraint k ig/tn compared to how firms in
a typical country report it?

4. Do firms in country j report that constraint k ig/h compared to other
constraints, vs. how firms in a typical countrygdponstraint k vs. other
constraints?

To illustrate how the answers to these questionsbeaused in a policy context, we
present three case studies taking in each casedwtries from a region: Brazil and
Chile, Bangladesh and Pakistan, and MozambiqueSamé:gal. The messages about
the main bottlenecks vary within and across regighmong these six countries,
macroeconomic stability (Brazil), electricity (Seja¢ Bangladesh, Pakistan),
transport (Senegal), and elements of the institationfrastructure (access to land
(Bangladesh), labor regulation (Brazil, Chile, R&dn), tax administration (Brazil),
corruption (Brazil, Bangladesh, Pakistan) and crifiv®zambique) emerge as of

particular significance.

The structure of the paper is as follows. In thet section, we set out a simple model
using an O-ring production function that provides & public inputs interpretation of
the infrastructure constraints on firms. In Sect3onve investigate the extent to which
the firm-level data reporting manager perceptiores @nsistent with the proposed
framework, to see whether the numbers make intugense. First, we verify that the
answers vary across firms in ways intuitively cetet with firm characteristics.
Second, we use the example of rural-urban diffeatnto check for consistency
between the data and a stylized fact about econdevelopment. Third, we match
the answers about constraint severity to answeositalost sales from power and
telecoms outages, and simulate total output difisge between countries associated
with unreliable public inputs implied by this seai Section 4 addresses the question

of how the data can be used in policy-making.



2. A Public Inputs Interpretation of Infrastructure Constraints on Firm
Growth using an O-ring Production Function

We propose an approach to the measurement ofuitistil constraints that is non-
parametric in the sense that it imposes no pristriction on the values that such
constraints may take in a given country, eitheohlisly or relatively to their values
in other countries. The underlying idea is that lgulnfrastructure should be
considered as a kind of public good, which may @ymot impede the efficient
functioning of firms in an economy. The importanoé those institutions for
economic performance will then be measured by gsessment by firms of the

impact of infrastructure reliability on their op&oas and growth.

To identify the current state of a type of publicfrastructure as constraining
economic development is to say that at given ctmrearket prices, economic agents
cannot access as good a quality of infrastructsithey would like, and their inability
to do so has a cost in terms of forgone output. iRany of the public inputs we
consider, the price is zero, i.e., even at a zercepweaknesses in the supply of

public infrastructure reduce firm performance.

We design a framework for assessing the extentibliginfrastructure constraints on
firm growth that is suited to the data on managaceptions of the importance of a
variety of business environment constraints fomfiperformance and growth. We
want to be able to compare the benefits from im@noent across a range of types of
public infrastructure and we want a metric that wihp into the managers’ answers
ranging from “constraint k is not a problem” to fwraint k is a major problem”. A
production function that meets these criteria ipooates the so-called O-ring
technology of Kremer (1993)Kremer combines the O-ring production functiontwit
heterogeneity in worker skills and assortative miaig, and shows how these relate to
stylized facts of economic development such asvdrg large income differentials
between rich and poor countries. Kremer (pp. 560digcusses how O-ring
technology can magnify the costs of bottlenecksedwby poor public inputs such as

police protection, electricity supply, transpordatommunications services, etc. We

* O-ring technology was introduced in Kremer's 1988per in the context of the economics of
development; a similar framework; Stinchcombe amdrid (1969) used a similar framework to look at
very different question, the effectiveness of sujsewn in organizations.



use the O-ring production function in a new buatedl way: instead of using O-ring
technology to capture the level of skill of a warkee use it to capture the quality of
public input provision. We assume that productises a variable input that requires
public infrastructure in order to successfully prod output. If the required
infrastructure is not present, then the componaitg &nd with O-ring technology, if a

single component fails, output is zero.

2.1  The Model

The model is set up in the following way: i, j, akdhdex the firm, country and type
of infrastructure respectively. The production ftioic has one input, labor. There are
also firm-specific and country-specific multiplicsg technology parameters; &nd
Aj, respectively. A firm hires jLworkers to produce its output; as a shorthandysee
the notation rE= Lj. The quality and provision of infrastructure isptaed by a

parametel0<Q, <1. Q, captures the probability that infrastructure psan will
(not) fail when used by a single worker, wh&g =1 implies that infrastructure does

not fail. The scale of use of the infrastructurpunis given by the total number of

workers.

We allow the frequency that the infrastructuressdiby an individual worker to vary
across infrastructure types k, firms i, and coestiji. We refer to this as variation in

the “relevance” of the type of infrastructure abtsicaptured by a parametgy, = . 0
It is a feature of the technology employed. Thebphlity that the infrastructure

provision does not fail in the course of use byrals worker is thust’ﬁik and the

probability that the provision does not fail acradk workers is Qj’,’z‘k”. Thus the

intensity with which the infrastructure is usgbh) depends on the scale of activities
involving it as measured by n and its relevancettierfirm’s productionf. Finally,

the probability that n workers using all types ofrastructure can all complete all

their components i:ﬂ Qﬁ”k” . Total effective labor input is thereforeﬂ Qﬁ”k” :
K k

The assumptions that the probability of failurendependent each time a worker uses

the infrastructure and that if one component falsput of the firm falls to zero are

10



obviously stylized, as is the assumption of a &rgput. However, there would be

little gain from introducing more outcomes and itgptWe can interpret employment

in this model as a composite input that capturesv‘imuch the firm works with the

infrastructure” or “how intensively infrastructufgures in the production process”

rather than as the only factor input. As we sha# $elow, our model leads to a

measure of the cost of poor quality public inputgarms of output lost by the firm,

and the same metric would apply under more comipkexmediate assumptions.

The important characteristics of this formulatiof infrastructure quality are as

follows:

The most reliable infrastructure environment is wipeovision does not fail,
i.e., Q=1. To take examples from electricity, @iprevention and customs
regulation, Q=1 means respectively that therenareoutages in electricity
supply, no interference from crime, or that custahesrance operates in such
a way that production is not interrupted. Thisegiws a benchmark in the
model for responses in the survey of “1 — not &lenm” for a particular kind
of infrastructure.

The larger the scale of operations of the firm, tare likely the firm is to
encounter an infrastructure failure, e.g., an dl@tt interruption, crime
incident, or dysfunctional court system.

The relevance of a specific infrastructure can Mayyfirm characteristics —
exporting firms would have a highfor customs regulation, for example. The

case of B, = Oarises when infrastructure k is irrelevant to finm — e.g.,

hairdressers and customs regulation.

B can also vary by country characteristics. For elam transport
infrastructure may be more relevant for physicédlsge, sparsely populated
countries. Country comparative advantage may dfeatg. A good example
is provided by Collier (2007) in his discussioncofruption. He argues that an
important difference between highly corrupt butatilely successful poor
countries like Bangladesh and equally corrupt bowver-growing countries
such as many natural resource exporters may lieemature of comparative
advantage and the differential vulnerability to tteenage that corruption can

cause. Bangladesh’s reliance on low-cost manufagttextile exports created

11



a less tempting target for rent-seekers than theeral resources of many
African countries. This suggests that Bangladeshildvdhnave a lowef in

relation to corruption than would a resource-riormtry.

There are three separate parameters that detetin@iiechnological level of the firm:
a standard Cobb-Douglas multiplicative parameter(@untry-specific), another
Cobb-Douglas multiplicative parametey @irm-specific), and the O-ring probability
of infrastructure successJcountry- and infrastructure-specific). The usQating

production function has constant returns to scaldabor if all components are
successful, and introduces different types of lalwith assortative matching: the
worker’s skill level is defined by the probabilitiiat the task is completed (the O-
ring), which produces an equilibrium in which higtdkilled workers are matched
together. We simplify the labor input side by hayim single type of labor, but we
allow a more flexible specification of the prodecti technology where the labor
elasticity o may be<l. This gives us a meaningful and standard Cobbgls

production function for the special case of Q=1.

Output if all n components are successful (supgsciS” for “success”) is

YijS = A E;n, and expected firm output is therefore:

EY,) = [T {AE N }+ a- [1Q"Yo)
— Aj Eij n® |:| ijﬁjkn .

Agents are assumed to be risk-neutral, and hertbed@ drop the distinction between

output and expected output. The firm’s producfigmction is thus
_ a Bikn
Yij - Aj Eijn |:| ij :

The first order condition for labor implicitly defes the profit-maximizing choice of
employment n, i.e., labor demand, which we canenag a function of the parameters

of interest and will denote with a tilda:

12



where W is the wage and labor demand is decreasitige wage. The firm’s supply
function is the output corresponding to the optim@ployment choice and is also a

function of parameters only:
Vij :V(ﬁ) :V(Aj , Eij 'ij ,ij) .

The first order condition is

a a B _
AjEij{F-'-;ﬂijkqjk}n |:|ij _Wj

and we see immediately that an increase in thentdobical level of the firm is
equivalent to a decrease in the wage rate, whighiesthat the firm’s labor demand
(and therefore output) is also increasing in A BndSo we have

on on >0 on

— o <0.
0A " OE, oW,

We can also see by inspection that labor demardl dgain therefore output) is also
increasing in the quality (Q) of infrastructurelkwill be decreasing in its relevance
(B) since if k is more relevant to production thewill be used more intensively by a
single worker increasing the likelihood of failunath the consequence that fewer
workers are optimal:

on on

>0;
ank aﬁljk

<0.

Next we show how the survey answers can be intexgbresing this framework. As
noted above, answers for each infrastructure typaroordinal scale of 1-4 and are
naturally scaled by the answer “1 — not an obstadlkere are two counterfactual

possibilities for the output of firm i if infrasteture k was not an obstacle, depending

13



on whether or not employmeris assumed to adjust optimally following the
hypothetical infrastructure improvement that renmoiteas an obstacle. We do not
have any evidence on whether the respondents hawvend the former or the latter,

but it is simpler to work with the counterfactualwhich employment is assumed not
to adjust to the relaxation of the infrastructuoastraint. Since the survey answers
use an ordinal scale, using either of the two cedattuals would give the same
orderings and comparative statics, and there ipemalty to using the simpler (and

more conservative) one in the analysis.

As we have seen, the O-ring reduces to a standabd-Oouglas production function
if the probability of success isy@1 for all types of infrastructure, k.;@1 gives us
the benchmark for “1 — not an obstacle” for eagbetpf infrastructure. Focusing on
infrastructure type k, we separate it from the m&sthe infrastructure constraints,
(denoted by -k) and write the actual output of firrm country j with the current

infrastructure as:
T ~a Bljkﬁ —_ l&jkn ukn
Y; =AE;n |:|ij _AjEi |_|Q ,

where current employment is set optimally given current (imperfect) infrastture
provision, and\?ij is the corresponding optimal output. Holding enypient n

constant ah and making infrastructure k “not an obstacle”, veee
- _ - B
Yijk = A] Eijna |_| Qikjkn '

-k

where the k subscript on output indicates thaefiahds on the"kinfrastructure.

SinceY Q'@"kn Y » the “monetary reported cost” (MRC) for firm i gountry j of
infrastructure k is the difference in monetary terbetween output with and without

the constraint. We therefore haMaliCi \?, =Y, which has a very simple form:

M Cijk :Y~ijk _Y~i' =(1- ”kn )Yuk

14



This says that the monetary cost of constraintgomed by firm i in country j is the
unreliability of k weighted by its intensity of ugee., its relevance times the size of
the firm), multiplied by the value of output thaiudd be produced using the current
level of labor but without the constraint on infrasture k.

We can now compare the monetary cost of two diffetgpes of infrastructure: the

Mf{C”.kWiII be bigger, the bigger is the gain from makitige infrastructure 100%

reliable. However, working with thch/llﬂ';’Cijk is not entirely satisfactory, because the

guestions asked of managers in the surveys ardcithpin relative terms rather than
in monetary terms. A “moderate obstacle” will bigder in monetary terms in a
bigger firm, or in a country where average produttiis higher. We want to work
instead with the cost of the constraint relativeutput:

- Y.-Y. MRC .
— ki ik :(1_Qﬁlk ).

We refer to this as the (firm-level) reported cos$tthe constraint or RC. It is an
attractive measure because it automatically tréesltne cost of a constraint into a
share of output lost.

As already noted, the answers to these survey iques@bout constraints are
gualitative, coded from 1 (not an obstacle) to 4jomobstacle). We make no attempt
in the empirical analysis to map this to actualcpatages of firm output. However,
we can use several other survey questions to gehse of the magnitudes involved.
In a number of surveys, managers were asked totifyaas a percentage of annual
sales, the costs of poor provision of electridi#yecommunications and transport, and
the losses due to crime, as well as the standagdtigus regarding how problematic
these were for their businesses using the quaktatale discussed. The data are most
plentiful for the costs of electricity outages, eang over 20,000 firms from 70
countries. The responses on the costs of powagestand surges in terms of sales
are statistically strongly correlated with repogtithat electricity supply is a serious
obstacle to business. About one-third of firms regmb zero costs due to power
outages. The mean cost of electricity outagesgusia remaining 14,000 firms was

the equivalent of 6.4% of annual sales, with a swedif 3% of sales. Using the same
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set of 14,000 firms, the mean evaluation of eleityrisupply as a constraint on
business on the 1-4 scale was 2.6, and the mediarf3+ Moderate obstacle”. The
pattern in the data for the other three public tapgs very similar, albeit based on

smaller samples.

We conclude that on the 1-4 scale, 2% to 3 cormedpeery roughly to an RC of 3-
6% of annual sales. It is important to note, hosvethat this scaling is likely an
understatement of the full cost imposed on firm§he quantification managers

provide as answers to these questions about cégt®ar public input provision

corresponds to our measuRE,, , where the cost is also expressed in terms obct

sales/output. The measunl@(?ijk does not include the additional gain to firms by

virtue of adjusting optimal employment upwards if the public input were to
become 100% reliable. Although this doesn’t matterthe analysis when we are
using the qualitative 1-4 scale for the reasonsaaly noted — the orderings and
comparative statics are unaffected — it does méitethe scaling: it is likely that at

least some, and possibly most, managers did notpocate the losses from foregone
firm growth and investment when quantifying in terof annual sales the costs of

power outages and so fofth.

2.2 Firm-level Results
How does the cost of a public infrastructure caistrreported by a firm, i.e. RC,

vary with the characteristics of the firm, the typinfrastructure and the country?
We focus on the relevance of observable charattsrisuch as those recorded in
survey data and on unobservables such as the fiealmology level. The priority

ranking of firms based on the survey results maleese in this framework, allowing

us to compare RCs across types of infrastructure.

® Thus we have data from about 2,200 firms on thetscof telecoms outages. 43% of these firms
reported non-zero costs in terms of annual sald®e answers are statistically significantly conetha

to the answers to the question about telecommuaitafprovision as an obstacle to business. The
mean response of this set of firms to the latterstjan is 2.1, and the median is “2 — Minor ob&cl
The mean cost of outages is 5% of annual saleb,amhedian of 2% of sales, suggesting a somewhat
higher cost than the calibration based on eletgrnpply. Calibration using the 1,400-odd firrhatt
reported the costs of transport outages implies2igon the 1-4 scale corresponds to 2-5% of dnnua
sales, and calibrating using the roughly 900 fithet answered the question of how much crime costs
them suggests that 2.8 on the 1-4 scale corresporidd% of sales.

® The calibration is also an understatement in #reow sense that gross sales by the firm is tylyical
double or more its value added.
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We have the following within-country results. Eirs

ORC;,
0B,

i.e., the more critical is infrastructure k, theglmer the reported cost (RC) of the

>0

constraint. Relevance may vary with firm charasteas such as sector, exporter
status, and ownership status as well as with cpucharacteristics. Firm size is
endogenous in the model and to show how the repawst of a constraint varies
with the productivity parameters, we note thatse in a productivity parameter raises

current employmeni, which cet. par. increases the intensity of usmfoéstructure

k (raising the probability of infrastructure faih(ﬂ—Qﬁjkﬁ)). This means that the gap

between current output and output under the coiatteial response whereby the

infrastructure is rated as “1 — not an obstacledsggop, which is what is measured by
the reported cosRéjk. We therefore have

ORCy .o  ORC |
oE, " 0A

ij j

0.

Finally, improvements in infrastructure lower th€ Reported by the firm:

ORCy _,
0Q,

Fig. 1 illustrates how RC varies with the firm-lépeoductivity parameter, ;EFig.
1a) and with country infrastructure provision,(&g. 1b)
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Figure 1. Variation of the reported cost of a puble infrastructure constraint
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Fig. 1a: RC varies with firm productivity, holding country infrastructure provision constant

Reported
cost of
constraint,
RC

RC,

RC,

Low Q

............... High Q

RC = RC(Q))
Firm E fixed

Output per worker

Infrastructure typé in country;j

Fig. 1b: RC varies with country infrastructure provision, holding firm productivity constant
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2.3  Aggregating
For our framework to be useful, we need to be éblaggregate responses across

firms within a country and to compare average regabcosts of constraints across
countries. An advantage of the probabilistic foratiin of the RC,RC”.k = (1—Qﬁ"kﬁ),

is that it allows us to do this. The mean for isfracture k in country j is
= _ l = _ 1 ﬁijkﬁ
ARC, _NZ RC, —NZ(l—ij ).

where N is the number of firms. The average reploctest of constraint k for country

j (i.,e. the ARC) is well defined: it is the averag®bability that infrastructure k fails

for a firm in country j. This is bigger the momgensively this type of infrastructure
is used in country k, which in turn will reflecsitelevance for output in that country
(B) and the average size of firms (n).

We have already seen that a rise in country pradtycincreases the reported cost of

o C. _
ik ¥'>0, and ceteris

... ORC 0AR
the constraint, i.e. A >0. It therefore follows that
i j
paribus, we would expect an upward-sloping line whe plot the country means of
the reported cost of constraint against GDP pettacaphich is our proxy for country
productivity. However, ceteris is not paribus, and also expect investment in

improvements in infrastructure as countries gdtenc

Since the firm’s reported cost of a constraintsfak infrastructure supply increases,

~

. C, .
ie., 'k <0, this is also true of the average reported cost,we have
jk
0ARC,, _ | g _
50 <0. And since we expect that as countries get richémastructure quality
jk

jk

0
improves, i.e., 3 >0, this implies that the net impact of country proility on

the ARC is ambiguous.
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Although we do not model the infrastructure supmigcess, we can use our model to
provide some intuition about the relationship betwéhe ARC and GDP per capita. It
is useful to define the rate of return on the itvest required to make
infrastructure k 100% reliable as

*
> MRC;,
» =—_—z ik
J IJk i Jk/N
where I, is the total (country-level) cost of the investmegquired to do this and

MRC =Y, >MRC iIs the increase in output that would take place if

infrastructure k was brought up to 100% reliabilénd employment was adjusted

optimally to this change.

Since we can also rewrite the ARC as

1 = 1 .
ARC NZRCiijNZ =,

we expect these two measures to be correlated. nlilnerators are closely related,
and the denominators should also be correlatethérfirst case, it is the investment
needed per firm; in the second case, it is a measiufirm size; and the investment
needed per firm will tend to be larger when firme krger). This suggests that if we
think that the rate of return on a particular tygenfrastructure investment tends to
be higher in poor countries relative to the returmrich countries, then we have, a

priori, reason to think that the income—constrénus will be downward sloping.

It is also the case that if we believe that thatrehship between GDP per capita and
the ARC of a constraint is systematic across cas)jtthen we can infer something
from where a country is in ARC-GDP per capita spasecompared with the
systematic relationship observed, i.e., an estidhagression line. Thus if the typical
firm in country j reports that, for its level of GDper capita, the ARC for
infrastructure k is high compared to the regressioa (a positive residual), then
unless this is noise, it could either reflect thetfthat the local cost for improving

infrastructure k is high relative to that in otltemparable countries, or that there is a
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social investment opportunity. In Fig. 2, the resgien line is shown as dashed: in this

example, for infrastructure k, the ARC falls as Gp#? capita rises.

Fig. 2 The income—constraint locus (dashed line) fanfrastructure k

Reported
cost of Poor country; Low Q
constraint,

Rich country; High
RC ry; High Q

ARC

Poor

ARCRi ch

GDP per capita

We can make the same sort of inference based opaisuns across different types
of infrastructure. If the typical firm in countjyeports that infrastructure k is ranked
as the number 1 obstacle, whereas the typical ifirrthe typical country with the

same GDP per capita ranks it as a less importastacle, then once again if this is
not noise, either the local cost for improving asftructure k is high relative to that in
other countries, or there is a social investmempodpnity. As we shall see in

Section 4, this provides useful information to ffadicy maker. We turn now to the

data to check their consistency with the framewmdposed.

3. Verifying the Plausibility of the Reported CostMeasures with Survey Data

3.1  The Value of Survey Data

Our data consist of the answers given by firm maragp questions asking them to
identify the specific goods and services whoselab#ity acts as a constraint on their
economic activity. In principle, if these respongd® reported costs of constraints)
are accurate and representative of the wider ptpalave should obtain a reliable
picture of the constraints that matter for the\aigtiof the economy as a whole. So
how accurate and representative can we expect ihéef?
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The question of how representative are the resgasseasiest to answer. Enterprises
are not the only economic agents that matter ineaanomy. There are also
individuals and households — and some instituttbas matter for them do not matter
very much for the activity of firms. More subtlyxisting enterprises are not perfectly
representative of the population of potential girises (namely those that would
exist under better institutional conditions). Theray be some types of regulation, for
instance, that are not perceived as constraintexisting firms but which serve to
make entry into the market much more difficult faw firms. These caveats should
be borne in mind in interpreting the results oftadyg like the present one, but it
remains an important exercise in our view to studg relative importance of

constraints on the activity of existing firms.

The question of accuracy is more complex. Thereodreourse doubts about the
willingness and ability of managers to report aately features of their firm’s

environment, especially those embodied in not-gagibntifiable measures such as
“degrees of severity”. Biases such as over-optimisna tendency to complain may
affect estimates of the true severity of these wramds. However, there is no

particular reason to think, in most cases, thatape differences in the reported
severity of different constraints are likely to besed. If, on average in a given
economy, firms report tax administration to be aergevere constraint than transport
infrastructure, it seems likely that tax administmna is indeed the bigger constraint
upon economic activity in the economy (in the sahse an increase in its reliability

would result in a larger increase of firms’ outpliin would a comparable increase in

the quality of the transport network).

However, there are some kinds of institutional deatincluded in the manager
surveys where there may be doubts about accuratylthindeed affect differences in
reported severity. Most important among these dre tesponses regarding
availability of finance and tax rates. If financadhthe character of a public good like
telecoms or customs regulation one could interpréigh score on the constraints
measure as indicating that output would respondngty to an increase in the
availability of finance. But finance is different banks lend money to managers

whose interests are not identical to those of $tudders, and shareholders in turn do
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not internalise the full costs of their borrowingcisions, due to limited liability.

Increased availability of finance may enable pgafte managers to fund pet projects
that, on average, do not increase economic actaitywhich merely increase default
rates, the costs of which are borne by lendersergption that the supply of finance
is a constraint on the activity of at least somenaggrs is something that should
characterize an effective set of financial insitnsg, unlike in the case of institutions
such as physical infrastructure or the legal systémance has the additional feature
that — if the institutions are working well — therpeption of its availability as a

constraint should be inversely related to the qualf investment projects the firm

has available to fund, so that high scores maycaidi poor quality projects rather

than the potential for increased output.

The interpretation of the responses of managets #s importance of tax rates for
the operation of their business is best thoughtnot, as suggesting a priority to
reducing taxes, but as pointing to the costs imghaze firms if public inputs are

supplied at the cost of higher taxes than necesgdtlyough the tax rate is very
highly ranked as a constraint by managers in Mistual countries (irrespective of

their level of development), it does not follow thiais a priority everywhere to cut
taxation. A more appropriate interpretation is tpalicies to reduce tax rates while
holding other aspects of public infrastructure psmn constant (for instance, by

improving administrative efficiency) would improfiem performance.

In sum, therefore, the perception of the relativpartance of different institutional
constraints on firm activity does appear to telsosething of importance for policy,
provided we remember both that they tell us onlgutltonstraints on existing firms
and that financial constraints need to be idewtifrea quite different way from those

associated with institutions that have the charasftpublic goods.

3.2 The Data

The data we use are the fruit of a vast effort dkierpast decade to collect firm-level
data on the quality of the institutional environmh@nwhich firms operate. Both the
World Bank and the EBRD have undertaken large nusnbiefirm level surveys with
the express intention of measuring the qualityhaf tbusiness environment” or the

“investment climate”. We use data from some 19%&sigectional surveys covering
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over 72,000 firms located in 95 countrieShe surveys are based on random samples

of non-agricultural firms, usually stratified orzej sector and ownership.

These *“business environment” surveys focus on physinfrastructure and
institutions, interpreted as the rules of the gamevhich firms are engaged, the
organizations that implement these rules and theices provided. They gather
information through face-to-face surveys on a fgn@xperience of physical and
communications infrastructure (e.g., outages andnection delays), legal and
regulatory institutions (e.g., bribes paid to debgs done, losses due to crime, delays
at customs posts), and the financial system (edateral required on loans). They
also gather information on the assessment by mamnagethe importance of each
aspect of the business environment for the operaind growth of the firm. The
guestion asked of the manager is:

“I would now like to ask you questions about theml business environment

in your country and how it affects your firm. Caouytell me how problematic

are these different factors for the operation amavth of your business?”
The managers responded on a 4-point scale, “Noaclestl)” to “Major
obstacle (4)”. As noted above, only a subset ofjtiestions included in the surveys is
suitable for analysis using the framework we haweoduced. In particular, since
answers to the finance and tax rate questions tdoenmterpreted in the framework

of a public infrastructure input, we exclude theoni this study.

Economists have typically used these data as a-hyid side variables in an
augmented TFP equation (e.g., Commander and Sye&040, Dollar, Hallward-
Driemeier and Mengistae, 2005, and Hallward-Driemand Aterido, 2009). In such
a setting the data are interpreted as measuringuvigbility of public infrastructure
to the firm rather than the impact of its relialyilon the output of the firfh.Policy
advisors have often used the raw data for theimirguof interest (e.g., EBRD

Transition Reports). Our proposed framework both shows how the data loe

" As explained in the Data Appendix, the full daga-micludes 81,000 firms from 206 surveys with
information on constraints — the smaller sampl® aeludes information on firm characteristics. In
Table 1 we use both conditional and unconditionains and the results of the country-level analysis
using the unconditional means were similar to theperted in the paper.

8 Carlin, Schaffer and Seabright 2007 provides ailéet critique of such use of the data.
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interpreted in the context of an economic model laow they can be used by policy

makers.

It is worth noting that our framework allows us reconcile our findings with the

generally negative results of Commander and SvéR@i0). These authors estimate
a firm-level production function with a number dfet same survey measures of
infrastructure as independent variables. When tlseyfirms' own reported measures,
the coefficients are rarely significant, thoughithggnificance increases when the
authors use as instruments the values reportedhgy firms in the same country, 2-
digit industry and size class, which is consisteith our own arguments about the
likely endogeneity of the measures. However, mosths measures become
insignificant once country fixed effects are inadgd and when all 9 are included

together, no one measure is significant.

These findings make sense once it is noted thdicpulfrastructure is a country-level
public good, so that its availability does not végtween firms in a country. Own-
firm evaluations of the cost of infrastructure diaglity will generate an inverse
relationship between firm productivity and the dpyalof infrastructure; the two
effects together meaning that we cannot expeadover the impact of infrastructure
on performance from the regression coefficient. elosv, as we have indicated, the
values of the reported costs themselves can indeedterpreted as measures of the
impact of infrastructure on performance, and inagy what allows that impact to vary

from country to country.

3.3 How the responses vary across firms
The firm-level reported cost of constraint RC::”.k :(1—Qﬁ"kﬁ) will vary with: (a)

observable firm-level characteristics such as aizé sector that are correlated with
how frequently the firm makes use of public inpuakd how important k is to the

firm; (b) unobservables such as the firm’s idioggtic productivity E; that are

similarly correlated; (c) the scale of provisidp, of public input k in country j.

Whereas in cases (a) and (b) we expéégk to vary with firm-level characteristics,
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we think of Q,, as constant for all firms in a country, but vagyisystematically

across countries according to their level of depelent, i.e..Q, =Q, (A )

Our estimation framework is a simple linear regmsshat lets us separate the
within-country variation across firms driven bynfilevel characteristics, and the
between-country variation that we hypothesize ised; inter alia, by the country
level of development. The main estimating equat@mmeach type of infrastructure

can be written
Réijk =ay + X0+, (2.1)

where X; is a vector of observable firm characteristica, and I, are
infrastructure/country- and infrastructure-specifarameters to be estimated, agd

is a firm-level error term with mean zero. The graeter a, varies only at the
country level, wherea(; and g, vary at the firm-level. The firm characteristics
X; are defined to give us a “pbenchmark firm” when @laracteristics are zero,
X; =0 (e.g., the reference categories of dummy varigblése benchmark firm has

30 employee§, is in manufacturing, is privately owned with noatstowned
predecessor, has less than 10% foreign ownerslipegports less than 10% of its
sales and has no reported change in employmerieiprevious three years. This
hypothetical benchmark firm is the same for allrtoies.

We use the within-country variation in the datadentify I',, estimate it using the
standard fixed effects estimator, and report tlsseur “within” results. We interpret
our estimated” . as capturing the observable firm-level correlggdsof the reported
cost of the constraint to the firm, and the fixdfieis residualg, as capturing the

unobservable components (b), including (unobseriBd3yncratic firm productivity.

° The median firm in the survey has 28 employeed the mean of log employment is the equivalent
of 33 employees, so we choose 30 as the nearest rmumber.
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The same fixed-effects estimation allows us to wate a conditional average

reported cost of constraint k:

~ 1 = AL 1 = ~
Qi ENZ(RCijk _(Xij M +e|jk)) ZNZ(RCijk - xij rk) (2.2)

since, as usual, by construction the mean of tredfeffects residuag, is zero for

each country. The parametay,, and its estimate, the conditional me@jp, can be

thought of as theRC?ijk that would be reported by country j's “benchmarinf — a
firm in country j that hadX; = 0 We adopt this procedure in order to eliminate

differences in the average reported constraint #rat driven simply by sample

composition (e.g., in the balance of manufactuang services firms in a particular
survey). Recall thaR(N:”.k = (1—Qf3k”'kﬁ). Because we are removing some of the cross-

country variation in G,n that is driven by cross-country variation in firm

characteristics, the conditional meap E%Z(Réijk = X;; I:k) will be more closely

. " = 1 =
correlated withQ,;, than the unconditional meahRC,, :ﬁ RCix -

We then use the conditional medr in a cross-country regression on GDP per

capita:
éjk =by thyY; + bzijz U (2.3)

whereY; is GDP per capita and proxies for the countrydi@reductivity parameter

A;. We allow for a non-linear relationship with GDFrpcapita. This estimation
yields predictionsﬁk for what “benchmark” firms in “typical” countriesould report

as the cost of constraint k. The residugl=4a, —ék is interpreted as the difference

between what a benchmark firm reports as the cbstoastraint k and what a

benchmark firm in a typical country with the samBRsper capita would report.
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3.4 Conditional and unconditional means for each e of public
infrastructure
Table 1 shows the unconditional and conditional msetor each type of public

infrastructure. The conditional means control foiffedences in the sample
characteristics across countries. The conditioredmTor the average of six elements
of infrastructure (that are present in all survagshelow the unconditional mean but
the differences between the two measures are muffig small as not to affect the
ranking of constraints. The macroeconomic enviramnie the top-ranked constraint
followed by policy uncertainty, tax administraticzgrruption, and electricity. At the

bottom of the scale are transport, land accessted@cbms.

In the lower part of the table, we report averaggponses for a series of quantitative
indicators of the experience of firms with aspeetspublic infrastructure. These
include power and water outages, bribes, underriegoto the tax authorities, and
gifts to government officials. All of these variablare of the zero/one type, where

one indicates that the firm reports the events.

Table 1. Unconditional and Conditional Means of Reprted Constraints

Slope of income-constraint locus
Unconditional Conditional Low income Medium income High income
mean mean (appx $1,000) (appx.$6,000) (appx. $20,000)

Average of 6 indicators 2.29 2.24 0.086 -0.088* -0.204*
Infrastructure (composite) 1.94 1.95 -0.252* -0.164** -0.105
Telecoms 1.75 1.68 -0.079 -0.074* -0.071
Electricity 2.20 2.23 -0.490* -0.308** -0.186
Transport 1.87 1.83 -0.250* -0.118** -0.031
Land Access 181 1.79 -0.132* -0.110** -0.096
Skills 2.18 2.12 0.023 0.057 0.079

Macroeconomic Instability 2.72 2.67 -0.001 -0.159** -0.263*
Policy Uncertainty 271 2.65 0.362** -0.182** -0.546*
Tax Administration 2.49 2.45 -0.004 -0.112* -0.183
Labor Regulation 1.90 1.86 0.069 0.159* 0.218**
Customs 2.01 191 0.006 -0.168** -0.284*
Licences 1.98 1.91 0.089 -0.061 -0.160*
Legal 2.04 1.99 0.203* -0.016 0.162
Corruption 2.44 2.38 0.286** -0.268** -0.638*
Crime 2.18 2.10 0.123 -0.205** -0.424*
Power Outages (y/n) 0.58 0.58 -0.123* -0.131** -0.136*
Water Supply Outages (y/n) 0.24 0.23 -0.047 -0.101** -0.137**
Bribes (y/n) 0.55 0.52 0.065 -0.033 -0.098
Don' t Report All Sales (y/n) 0.67 0.67 0.241 -0.075 -0.286
Tax Gifts (y/n) 0.31 0.31 0.014 -0.058* -0.106
Contract Gifts (y/n) 0.35 0.33 -0.064 -0.045* -0.033

Notes: ** denotes significance at 1%; * at 5% arsfimates are robust to country clustering and
heteroskedasticity.
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3.5 How reported costs vary with firm characteristcs (within-country)

Table 2 reports our “within” estimates 8{ from the standard fixed effects estimator

of Réijk =a, + X;l, +¢, whereX; is the vector of observable firm characteristics.

Observable firm characteristics available in thevey data are those used to construct
the conditional means reported in Table 1. Theysae (log employment), whether
or not employment expanded or contracted in thet ghsee years, sector
(manufacturing, services, and construction), owmprgstate, privatized, private,

extent of any foreign ownership), and exportenstt

Table 2 shows that across virtually all types dfastructure, there is a positive firm
size effect, which is significant at least at tié fevel. As firm size increases, the
share of output lost due to unreliable or inadegjyatblic infrastructure rises. Larger
firms are often better placed to take advantaghepublic infrastructure supply and
yet they report it as being more of a constrainttiair activities. The data are
therefore consistent with the prediction of theiframework that the reported cost
of a constraint is increasing in firm siZeThe O-ring effect comes both directly
through the scale of use and indirectly though eéffect of higher productivity in
inducing larger firm size. The only elements of lufrastructure where there is no
apparent size effect are access to land and c@rupt

Firms that expanded their employment in the previimee years report significantly
higher costs across all types of infrastructuren tta firms with stable employment.
Contracting firms also report higher costs of comats than do stable firms, except
for telecoms, electricity and access to land. Altjlo the macroeconomic
environment and policy uncertainty are more burderes for expanding than stable
firms, they appear to be even more costly for @ming firms. The same is true of
labor regulation and the legal system.

1% significant export activity is defined as expoits excess of 10% of sales; significant foreign
ownership is defined as foreign ownership in exadsk0%. We include dummies for majority state
ownership and 100% state ownership because the nestt round of surveys in 2007-09 excluded
100% state-owned firms (but allowed up to 99% stataership!).

1 Although the reported cost of the unreliabilityedéctricity supply rises with firm size, the lowgart

of Table 2 reports that there is no significanatiehship between firm size and whether a power
outage is reported. This is also consistent wigh@hrring interpretation.
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Table 2. Within-country estimates of public infrastucture constraints

Size (log L) Expanding Contracting Services Construction Privatized State-owned 100% SOE Foreign Exporter
Average of 6 indicators 0.023* 0.088** 0.109** 0.028  0.077* -0.078*  -0.160** -0.120** -0.029* 0.019
Infrastructure (composite) 0.024** 0.052** 0.024 -0.039 -0.086* -0.061** -0.081* -0.024 0.017 0.023
Telecoms 0.016** 0.070** 0.016 0.068 -0.011 -0.062*  -0.042 -0.029 0.053* 0.047*
Electricity 0.019* 0.052** 0.024 -0.103** -0.188* -0.083** -0.037 -0.080 -0.029 0.010
Transport 0.041* 0.066** 0.045* -0.012 -0.024 -0.072*  -0.117* 0.005 0.043* 0.068**
Land Access 0.005 0.104** 0.028 -0.022 0.126* -0.150**  -0.195* -0.028 -0.062** -0.018
Skills 0.078** 0.154** 0.135* -0.087** 0.029 -0.090** -0.082* -0.028 -0.047** 0.037*
Macroeconomic Instability 0.019* 0.090** 0.154* -0.042 -0.057 -0.050 -0.147* -0.100* -0.027 0.092**
Policy Uncertainty 0.026** 0.104** 0.181* -0.028 0.001 -0.051 -0.127* -0.087 -0.022 0.038
Tax Administration 0.015* 0.070** 0.107* 0.009  0.062* -0.091**  -0.167* -0.176** -0.019 0.052*
Labor Regulation 0.070** 0.069** 0.115* -0.036 0.021 -0.089* -0.081* -0.069 -0.025 0.068**
Customs 0.079* 0.113** 0.076** -0.018 -0.163* -0.173*  -0.287* -0.103* 0.208* 0.313**
Licences 0.027* 0.106** 0.091* 0.043  0.075* -0.093**  -0.208** -0.125** 0.005 0.041*
Legal 0.055* 0.054** 0.115* 0.010 0.075* -0.091* -0.106* -0.110** 0.017  0.052**
Corruption 0.009 0.102** 0.124** 0.022  0.140* -0.129**  -0.213* -0.137** -0.018 0.022
Crime 0.015* 0.077** 0.072** 0.163* 0.122* -0.070** -0.123** -0.032 -0.053** -0.044*
Power Outages (y/n) 0.004 0.042** 0.030** -0.018 -0.091* -0.050**  -0.051* -0.013 -0.010 -0.003
Water Supply Outages (y/n)  -0.005** 0.021** 0.017* 0.012 -0.013 -0.020* -0.012 -0.009 -0.008 -0.008
Bribes (y/n) 0.004 0.046** 0.051* 0.016  0.092* -0.048*  -0.125** -0.067* -0.017* 0.013
Don' t Report All Sales (y/n)  -0.058* 0.028 0.020 0.015 0.044 0.004 -0.121* 0.030 -0.114** 0.057*
Tax Gifts (y/n) 0.000 0.029** 0.024** -0.004 0.023 -0.064* -0.062* -0.090** -0.029** 0.004
Contract Gifts (y/n) -0.004 0.036** 0.039** 0.001 0.117* -0.046**  -0.088** -0.012 -0.016 -0.008

Notes: The coefficients show the marginal effeetative to the omitted category except for sizeere the coefficient is an elasticity.
** denotes significance at 1%; * at 5%. Estimades robust to heteroskedasticity and clusteringaamtry.
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Sectoral characteristics are also consistent widh ©-ring interpretation of the
relevance of the type of infrastructure: serviced aonstruction firms report lower
costs associated with electricity, reflecting a éowexpected share of output lost from
unreliable supply as compared with firms in mantufang. Crime is reported as
imposing higher costs on firms in these sectolafive to manufacturing firms. The
lower skill-intensity of services technology is @lseflected in the reported costs.
Construction firms report access to land, tax adstration, the legal system and
corruption as more costly than do manufacturinmdir Plausibly, they report lower

costs from customs regulation.

The ownership data indicate that private firms ljaiit any state-owned predecessor)
report higher costs of constraints than do priegtinr state-owned ones. They are
also more likely to report that “firms like theirgday bribes and gifts to public
officials. These seem to be especially onerouseiation to access to land, tax
administration, customs regulation, licenses anduption. Foreign-owned firms
typically report lower costs of constraints withethxceptions of telecoms, transport
and especially customs regulation. They are sicpnifily less likely to report the
payment of bribes and gifts to public officials thia the case for domestically owned
firms. Exporting firms echo the concern of foreigwned firms about customs
regulations, telecoms and transport but also repayher constraints than non-

exporters for macroeconomic stability, skills andstnof the institutional constraints.

Foreign ownership and exporter status are bothig@som the data for firm-level
productivity (Commander and Svejnar, 2010). Cossistvith the model, exporters
report higher constraints across of wide rangeutiip infrastructure. However, this
is not true of foreign-owned firms, which suggesitat they may be able to substitute
for public infrastructure using internal resour@@sbecause of special arrangements
with host governments. Foreign-owned firms repowdr constraints for skills and
crime (reflecting the former) and access to lareflgcting the latter). Although
information on manager education is only availdlole a subsample of surveys, it
provides a useful robustness check as an additpoal for TFP. When added to the
other firm characteristics in the within-equatidhere is a positive and significant
coefficient on manager education for all constsaiexcept land access and crime.

Firms with more highly educated managers repottdtgosts of constraints.
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In sum, the empirical results using variation asrdéisms are consistent with the
predictions from our framework: larger and higheveuctivity firms generally report
higher RCs, and the variations in RCs across diffetypes of public inputs are
plausibly correlated with the differing intensitiesth which different types of firms
use these inputs. Since the information conteth@fvariation across firms in RCs is
consistent with the model, we can move to the séq in the analysis, which is to

use the coefficients reported in Table 2 to cateulae country conditional meas,

and examine how these vary with GDP per capita.

3.6 How reported costs vary with GDP per capita

The O-ring production function models the demankd€gal on public infrastructure
by firms. Since, ceteris paribus, an increase woantry’s productivity proxied by
GDP per capita raises the demands on public iméretsire, richer countries should
report higher costs of constraints. However, agthat Section 2, although we do not
have a model of infrastructure supply, we can hypsize that as GDP per capita
rises, the quality of public infrastructure imprevelro the extent that returns to
infrastructure investment are especially high iw-lacome countries, we would
expect a downward-sloping relationship between #werage reported cost of

infrastructure and GDP per capita.

The right-hand side of Table 1 reports the slopeaifh income—constraint locus at
low, medium and high levels of per capita incoméede patterns are shown
graphically in Figure 3, where the average repodest of the constraint for each

survey is plotted against the log of country GDPR papita in purchasing power

parity. Fig. 3a shows the regression line for therage over six types of public

infrastructure. Table 1 and Fig. 3 highlight theiaaon in the slopes of the income—
constraint loci. For the elements of physical iafracture (including access to land),
the loci slope downward with reported costs of ¢@msts falling as income rises,

although the negative slopes are not significanhigh incomes. The downward-

sloping pattern for physical infrastructure is siitated in the composite measure
(Fig. 3b).
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Figure 3. Income—constraint loci for selected pubti infrastructure constraints
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Business constraint: Tax administration
Constraint level, conditional means
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Eusiness constraint. Corruption
Constraint lewel, conditional means

=t
*
*, * . *
i= » * * et ot
o * hd : . * ': *
W *+h, ,* . %, "o *
g * * - g___‘q L) ‘ +
= = —— i — oo,
=] _ i P Ii'..-t_ ':"" *
& = - T +* 2ot
£ - T .. . * * gl
2 “,f - ' » b - u-* :&"H:H
é - ;,-' 'ﬁ * “% * ‘ * * "'\x ‘H-\"-u..
- * g & " e
o . 1 * . ?"‘M .
* LX 2%
* *
_

! . B a 10
Log GOP per capita {constant 2004 international )

* Business constraint, Corruption

————— Fegression line ————- 95% C| {prediction)

Fig. 3e. Corruption

Business constraint: Labor regulations
Constraint level, conditional means

=T
£ .
T *
[} * L
= . 4 *. %,! .
Z s T, . T St TR S
- +*
2 4 e 3t . "r"ﬁ‘ ; = :ﬁ:—_;-oi-"
@ - R, .yt w *
o TR o= == * *
——————— *- *fiig‘;ﬁ% i Ju, Vo4t
* — - k4 - .
e —_ "ﬁ ‘ * "'
LA A T A *

7 .8 ) 1o 11
Log GDP per capita (constant 20045 international $)

* Business constraint. Lahor regulations

———— Regression line

———— 85% | {prediction

Fig. 3f. Labor regulations

35



The income—constraint loci for the macroeconomigirenment, tax administration
and customs are also downward sloping from the lmidfithe income distribution,
although in these cases, the slope gets steefmghaincomes. Fig. 3c and 3d show
the loci for tax administration and customs/tragigutations, respectively.

Both policy uncertainty and corruption are clearyerse U-shaped: reported costs
increase with GDP per capita at low incomes and tlexrease, falling more steeply
at high incomes. Fig. 3e illustrates for the caseooruption. Answers to the question
on corruption reflect the absence of the apprognatblic infrastructure to eliminate
it as an obstacle to firms’ activities. Recent wank corruption suggests that its
control reflects a subtle relationship betweendtate and civil society (Aghion et al.
2009). Aghion et al. argue that individuals in ldwst societies demand more
regulation to control the excesses of the privatda even though this leads to more
corruption. The low trust equilibrium is therefocharacterized by more corruption
and by demands for more government interventio®. idn-linear relationship in our
reported cost data may indicate that the bad dnuiin in terms of the cost that
corruption imposes may be located somewhat aba/bdtiom of the GDP per capita

spectrum.

The most pronounced upward slope is for labor @@ (Fig. 3f), where reported
costs rise at higher levels of GDP per capita. tabgulation fits less easily into our
model: it is a type of public infrastructure thahfs deem detrimental to the operation
and growth of their firm — and more detrimentahagher levels of GDP per capita.
This suggests that the supply of this “onerous”liguinfrastructure increases with
GDP per capita, presumably reflecting the increptaste for welfare state protection

as countries grow wealthier.

The relationship between reported costs of thelatlity of skilled labor and GDP
per capita is positive, although not significardgly (Table 1). The downward sloping
pattern evident for physical infrastructure (refieg high returns from investment at
low levels of income) is apparently offset in ttese of human capital formation by a
countervailing effect as GDP per capita rises. (erpretation of this comes from
the original O-ring formulation of Kremer. In Krem® model, workers are

differentiated by skill, where their skill or quigliis defined by the probability that
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they make a mistake in producing a component -hef/tdo, output falls to zero.

Kremer’'s model produces assortative matching witikers of the same skill level

matched together. This model predicts that skiksraore critical in rich countries for

two distinct reasons: first, in a rich country arieer who causes a component to fail
because of a lack of skill throws away the valusated by more highly skilled co-

workers and second, because production is more leanmprich countries, a worker

who makes a mistake throws away the value creayed breatemumber of co-

workers.

3.7  An example: rural-urban differentials

In this sub-section, we take a stylized fact ofalegment and test whether the survey
data as interpreted through the lens of the pubfrastructure / O-ring framework is
consistent with it. The pattern of economic deveiept typically displays a dualistic
structure in which urban areas are the poles oéldpment attracting labor from the
rural hinterland. The dualism pattern suggestswhen comparing the reported costs
of public infrastructure constraints, there shoble a markedly higher level of
reported costs in urban as compared with ruralsare@oor countries. Such a pattern
would reflect the higher costs of constraints ine tiiaster growing, more
technologically advanced and therefore more infuatire-dependent urban areas in
poor countries that disappear at higher incomeldevereflects the fact that public

goods are provided nationally.

Table 3 reports tests for the presence of dualistwden urban and rural areas for
each type of public infrastructure. These estinmstiare based on regressions using
firm-level data with the standard set of firm cladeaistics as explanatory variables
plus a location variable (coded so that 1=capiiyl through to 5=town of 50,000
population or less) that appears in both level f@ma interacted with country log
GDP per capita and its square. The figures irtdhke are the predicted gaps between
the least and most urbanized areas evaluated émuatry with a low income per
capita (US $1,000) and a country with a high incqmee capita (US $20,000). A
negative gap indicates that rural firms report lowenstraints than urban firms. The
dualistic pattern is characteristic of most of domstraints: the gaps are significantly
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negative at a low level of GDP per capita but riat high levef? It is only in relation

to physical infrastructure that there is no siguifit difference between rural and
urban areas in low as well as in high income coesitinterestingly, the presence of
more serious constraints on firm growth in urbaeaarin poor countries is largely
absent for transition economies, which presumabfiects the inherited impact of

central planners’ decisions in relation to the gpalistribution of economic activity.

Table 3. Rural/urban gaps in the reported costs ofonstraints

Constraint Low inc High Inc
Average of 6 indicators -0.182** 0.003
Infrastructure (composite) 0.112 0.098*
Telecoms 0.042 0.071
Electricity 0.169* 0.097
Transport -0.102 0.052
Land Access -0.162* 0.000
Skills -0.242** 0.025
Macroeconomic Instability -0.128 -0.001
Policy Uncertainty -0.233** 0.074
Tax Administration -0.211** -0.008
Labor Regulation -0.074 0.043
Customs -0.313** -0.051
Licences -0.154* 0.011
Legal -0.141* -0.031
Corruption -0.289** -0.039
Crime -0.220** -0.016

Notes: The table reports predicted gaps in comtlavels between the least and most urbanizedarea
evaluated at low income per capita (US $1000) agt imcome per capita (US $20,000). A negative
gap indicates rural firms report lower constraifign urban firms. ** indicates significantly diffamt
from zero at the 1% level; * at the 5% level; tesdfusted for clustering on country.

3.8 How much of the variation in GDP per capita canbe explained by
institutions?
Both Hall and Jones (1999) and Acemoglu, Johnsa@hRwbinson (2000) interpret

their estimates of the role of institutional qualih economic development as a way

of measuring the benefits to be expected from impgpinstitutions. For example,

12 As shown in Carlin and Schaffer (2010), the positboefficient for electricity is accounted for by

the low income transition economies in the sampe coefficient is not significant for the non-

transition sample). One of the legacies of tramsitivas a higher level of physical infrastructure
provision than typical of market economies at thms level of per capita GDP. This was reflected in
lower reported costs of physical infrastructure stoaints than in non-transition economies. For the
sample of non-transition economies, the coefficmmtmacroeconomic instability is also negative and
significant at the 1% level. For labor regulatiovhere the constraint is increasing in income, the
phenomenon of a higher constraint in urban arealvatlevels of income that disappears with

development and intra-national economic integrai®ralso observed in the non-transition sample
(significant at 1%).
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AJR suggest that improving Nigeria’s property rgghistitutions to the level of
Chile’s would “lead to as much as a 7-fold incressbligeria’s income”, accounting
for some 60% of the income gap between the two tci@sn(p. 1371). By contrast, on
the basis of their analysis of the BEEPS data (aseduof the data we use),
Commander and Svejnar (2010) are sceptical of theventional wisdom that
variations in the institutional environment matter performance. Making progress
on this question is important — not least becausehndonor funding is conditional on
improvements in the business environment. Just has Washington consensus
produced conditionality based on macroeconomic rnefo the post-Washington

consensus has led to conditionality based on unistital reforms.

Our data permit a different way of quantifying thmeportance of institutions for
country performance: motivated by the O-ring prdaucfunction, we can cumulate
the output losses associated with the unreliabitifyeach of the public input
constraints. We are able to overcome the curseimokrtsionality by measuring
directly the impact of many dimensions of publirastructure by asking firms to rate
the impact on the 1-4 scale, and then simulatirgitpact on sales by using the
estimated relationship between answers to the igmesh sales lost due to electricity
outages and the evaluation of the unreliabiliteleictricity. The latter is obtained via
country-specific OLS regressions in which the delesr variable is the cost, reported
as a fraction of sales, of unreliable electricitypgly and where the explanatory
variables are the rating of electricity supply doaisits on the 1-4 scale and its square.
The scalings thus obtained enable us to map aadesin the 1-4 scale to an output
index px where, ceteris paribusjxel is output of firm i in country j if a type of
infrastructure k was fully reliable (rated “1 — raot obstacle”), andjp<1 is output if
infrastructure k was unreliable (rated 2-4). Thee wf country-specific scaling
addresses the problems associated with variationss countries in the tendency to

complain*® The output index incorporating the unreliabiléfy infrastructure across

3 The OLS regressions rescale the responses frothta & 0-3 scale and constrain the intercept to be
zero so that 0 (“not an obstacle”) correspondszera loss from unreliable electricity supply. The
results are very similar if the original 1-4 scaleised and the constraint is not imposed, oreifsdume
scaling is used for all countries, or if the repdrbbstacles are replaced with ratings adjustethér
sample composition. The effect of removing the taimst that the intercept=0 is to reduce the inglice
by about 10%; the relative gaps between high awdricome countries as reported in Table 4,
however, change very little.
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multiple types of infrastructure for firm i in cotm j is simply B, = |_| P » and
k

(L-PR,) is a measure of the total impact of imperfectdsfructure™*

In Table 4, we show the impact reported by firmshaf cumulated loss of output due
to unreliable physical infrastructure (includingcass to land) and skills in column 1,
institutions in column 2 and the combined set dfljguinputs in column 3. Countries
are divided into groups according to 2004 GDP agita using the standard World
Bank classification. The simulations indicate timahigh income countries, unreliable
physical infrastructure and access to skills redogput by less than 5%, whereas
they reduce output by 15% in low income countrilstitutions (i.e., macroeconomic
instability, tax administration, labor regulatiocystoms, licences, legal, corruption,
and crime) have a somewhat larger impact, varyiogn 6% in high income countries
to over 20% in low income ones. Combining both s/pé public infrastructure, the
impact is to reduce output by 10% in high incomemntdes and by 31% in low

income ones.

Table 4. Index of output relative to the counterfatual in which public inputs are
fully reliable *

Physical infrastructure Institutions (macro, tax Combined
(including land access) administration, labor,
& skills customs, licensing,
legal, corruption, crime)
High income 0.96 0.94 0.90
Upper-mid income 0.94 0.87 0.82
Lower-mid income 0.92 0.83 0.78
Low income 0.85 0.78 0.69
Full sample 0.91 0.84 0.78

Perhaps the most surprising single result is tladesaf the impact of institutions on
output and productivity. The results suggest thatstitutions were transplanted from

14 Note that this assumes that failure events areamelated across infrastructure types; if they ar

*
positively correlated, the true output inde; > |_| Py and our calculated indel, is a lower
k

bound, i.e.,(1— P”) is an upper bound on the total cost for firm imperfect infrastructure. This

would affect the results in Table 4 only if thisiedation varied with country income, and even then
the main qualitative results, and in particular tblatively small gap between rich and poor coestri
attributable to physical infrastructure and institos, would remain unchanged.

15 1n column 1, the sample is 28,164 firms from 57ntades, in col. 2, 46,869 firms from 69 countries;
and in col. 3, 34,424 firms from 57 countries.
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high income countries into low income ones, in $base of making them as reliable
in the latter countries as they are in the forrtteen the output of existing firms in low
income countries would go up by only about 20%w&snoted earlier, it is likely that
the perceptions of lost output by firm managers rdi include the dynamic
consequences that might flow from improved infrastinre over time and they do not
take account of the impact of such improvementsew entry. Nevertheless, this
exercise suggests that we should be modest abewhtre of GDP differences that
can be attributed to institutional differences luktkind. Even if institutions broadly
defined raise Chile’s income by a factor of 7 asmpared with Nigeria’s (Acemoglu,
Johnson and Robinson, 2000), improving the reitgbdf specific institutions as

enumerated above cannot be expected to have agyikerthe same scale of effect.

Our results can be interpreted as complementattyolse of Kremer (1993). Kremer's
O-ring model with assortative matching in laborliskgenerates large differences in
productivity across countries. Our O-ring model dath applied to infrastructure and
institutions but without assortative matching inllsksuggest the former account

directly for modest differences in productivity ass countries.

These results do not, of course, mean that thghtssito be gained from these data
about the relative importance of different dimensi®f infrastructure improvement
are inaccurate, just that we cannot look to sugbravementson their own to make
up a substantial proportion of the difference ivelepment between rich and poor
countries. This caveat should be borne in minchtarpreting the results of our case

studies in the next section.

4. Using the Framework for Cross Country Comparisos of Public Infra-
structure Constraints on Firm Growth

The results of Section 3 indicate that the resporddirms to the survey questions

vary with firm and country characteristics in thaywve would expect them to do if

they indeed report an O-ring type reliability measwe now turn to how such data

can be used to uncover what the main bottlenecgsawth are in different countries.

Our data allow us to identify public infrastructusettlenecks as they affect existing

firms.
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Since we do not model infrastructure supply, themes limits to the extent to which
policy priorities can be identified using the franmek we have developed. In
particular, we do not have information on the ctst would be incurred if a
dimension of infrastructure were to be upgradeth&extent that it was recorded as
“not an obstacle”. Nevertheless as argued in Se@jothe availability of cross-
country data provides a benchmark for the polickenato use: in relation to a
particular type of infrastructure, we can see whethere is evidence that the reported
cost of the constraint in country j is high relatito the predicted value for a typical
country at the same level of development. If itiiggoints to the need to investigate
more closely whether improvement of this elementimffastructure has been
neglected because it is especially costly to remedygountry j or whether this
represents an unexploited social investment oppibytuAt a broader level, when
trying to pin down the priorities for attention ass the range of types of public
infrastructure, we can see which types are idewdtifby firms as especially
burdensome and how this compares with their pization in a typical country at the

same level of GDP per capita.

To demonstrate how the framework can be used, ke tlaree comparative case
studies. In each, we choose two countries fromffardint region of the world. The
pragmatic reason for taking each case from oneomeg that within a region the
surveys are carried out at around the same timeuaimg) the same instrument. Our
first case is from South America, where we lookBaazil and Chile. Next we
compare Bangladesh and Pakistan, and the final stasly is of Mozambique and

Senegal.

For each country, we compute the measures thatwvalle to answer the four
diagnostic questions introduced in Section 2. We te country-specific average

reported cost of the constraint for each constr&irind the average across all

constraints Aﬁcjk, AKﬁCj), and the associated benchmark measures of each

(AIQCjk(Aj), AKIQC].(AJ.)), which are the fitted values at the country dkiast’s

GDP per capita.
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The four questions are:

#1. Do firms in country j generally report themssvas more constrained than firms
in a typical country? This is measured Ab(liCi - AKIQC]. (A )
#2. Do firms in country j report that constrainiskhigh — a priority — compared to

other constraints in that country? This is mea!;tbt;eAﬁCjk - AKf{Cj :

#3. Do firms in country j report that constrainiskhigh compared to how firms in a
typical country report it? This is measured Aﬁcjk - AFA{CJ.k(Aj . )

#4. Do firms in country j report that constrainiskhigh compared to other constraints,

vs. how firms in a typical country report consttaknvs. other constraints? This is

measured b:{Af{Cjk - AKf{Cj j - (AfiCjk(Aj) - AK@C,— (A ))-16

4.1 Brazil and Chile

The surveys were conducted in 2003 in Brazil an@42@ Chile and included all 14
aspects of public infrastructure. Brazil's GDP papita at PPP is not quite 70% that
of Chile. The average reported cost of infrastrieettonstraints on the scale from 1
(no obstacle) to 4 (major obstacle) is 2.71 foradrand 1.72 for Chile. The fitted
values for a typical country at Brazil's GDP pepita are 2.09 and just lower at 2.04
for a comparator of Chile. This highlights the tendy for Brazilian firms to
complain much more than their comparators and fate@n firms to complain less.
These differences are significant at the 1% level.

Turning to the second question, Fig. 4a shows d&hecountry the deviation from the
country’'s own average reported cost of constraiot tach dimension of
infrastructure. There is much more variability hetwithin-country prioritization in

Brazil than in Chile. Concerns in Brazil are cortcated among the short-run

' The relevant definitions are as follows. The m&® across all infrastructure types for firm i in

country j is: KFNQCij = %Z Réijk , which averaged across firms AKFNQC]- = %%ZZ Réijk :
k ik

= = = 1 =
The firm-level priority measure isRC;, —KRC; = RC;, _Ez RC, . The country-level
k

priority measure isAFNQCjk - AKI?QCj :
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macroeconomic indicators (macro stability and polimcertainty) followed by tax

administration, corruption, and labor regulatiory$ical infrastructure, skills and
other aspects of the institutional environmentraotidentified as priorities. In Chile,
the variation is much less and the highest leveisconcern are with the

macroeconomic environment, labor regulation andisskiThe policy regime is

evidently viewed by firms as reliable and therefax signs of concern over physical
infrastructure or the other institutional dimensoifests of the significance of the
gaps shown in the figures are reported in Table 5.

The third question focuses on comparing evaluatiorthe country of interest with

those of a typical country at the same GDP pertaapig. 4b shows the results for
Brazil and Chile. The bars at the right hand entheffigure show the deviations of
each country from the typical country averaged sl dimensions. Where Brazil
stands out — relative to the general tendencyrofsfithere to complain more than in
comparable countries — is in relation to labor fagon, the macroeconomic
environment, policy uncertainty, tax administraticorruption and crime. In Chile, it

is only in relation to labor regulation that itsngplaint level is high as compared with

a typical country at the same level of GDP perteapi

The fourth question brings together the countryegeprioritization with the cross-
country benchmarking. The results are shown in 4ag. Although macro and
uncertainty rather than labor regulation were ran&e the highest priority by firms in
Brazil, other countries also rank macro and unadstdighly (as we saw in Fig. 3.2).
This does not mean that they are not a priority Boazil, but the benchmarking
highlights the fact that concerns about labor l&ian emerge as especially costly in
the sense that Brazilian firms report that labayutation is costly as compared to
other constraints to a greater extent than do finme typical country. Fig. 4c shows
that it is also labor regulation that stands outGaile — this is not surprising because
it was both the top priority identified by firms @hile and it was also the only aspect
of the business environment where Chile had a higimorted cost of constraint than

In comparator countries.
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4.2 Bangladesh and Pakistan

It is of interest to compare these two countrieggithat they became two separate
countries relatively recently, in 1971. The surveysre conducted in 2002 and all

elements of infrastructure were included in theveyrinstrument apart from the

question about the functioning of the legal syst&angladesh’s GDP per capita is
50% that of Pakistan. The average fitted valudefreported cost of constraints is the
same for Bangladesh and Pakistan (at 2.23): thditbmmal mean reported cost of

constraints in Bangladesh is 2.68, clearly abowelidnchmark (significant at 1%))

whereas Pakistan lies virtually on the benchmathk ®i26.

A comparison between Fig. 5a and Fig. 6a showstheatvithin-country ranking of
public infrastructure problems is very different these poor countries as compared
with the middle and high-middle income Brazil andil€. The macroeconomic
environment is not rated as important and elemeitise physical infrastructure take
on greater importance than was the case in BraZithile. Electricity stands out as
the top priority for Bangladeshi firms, with cortign and tax administration also
ranked highly. Firms in Pakistan pick out the sahree elements but give them a

more even weighting.

As compared with a typical country at its GDP papita, the average complaint level
in Bangladesh is high (as shown by the right haaditb Fig. 5b). Electricity and land
access are rated as more problematic than elsewdeeiie corruption. For Pakistan,
complaints are high relative to their comparatorsalation to labor regulation, tax

administration and electricity.

Fig. 5¢ shows that Bangladeshi firms rate land sscand electricity as more
important than other constraints to a greater éxttesn is the case in comparable
countries. Although land access was not especlatigly ranked by Bangladeshi
firms (relative to other constraints), its unusydligh weight compared with firms in
a typical country with the same GDP per capita sstgythat policy-makers need to
try to understand why it inhibits the operation agewth of firms. Similarly,
although Pakistani firms do not place labor regolatamong their top-ranked
constraints, its importance as an obstacle is derably higher than is the case in

other comparable countries.
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4.3 Mozambique and Senegal

These two African countries were surveyed in 200F macroeconomic environment
and policy uncertainty were omitted from the questaire. Mozambique is poorer
than Bangladesh and Senegal is poorer than Pakitarambique’s GDP per capita
is about one-half that of Senegal. Both countriagehaverage reported costs of
constraints significantly (at the 1% level) beldve toenchmark at their levels of GDP

per capita.

The within-country results are striking: in Mozambe, crime is clearly the top-
ranked constraint. In Senegal, it is electricitig(f6a). However as Fig. 6b illustrates,
it is not just that very poor countries report hagists of unreliable electricity supply —
Senegal stands out as having a serious problemivesta a typical country at its level
of GDP per capita. By contrast, although electyieras Mozambique’s second ranked
constraint, the level of complaints about eledyidhere are well below those in
comparable countries. Mozambique’s top-ranked tcaims of crime shows up as

unusually high relative to comparator countries.

Fig. 6¢ reinforces the severity of the electrigiyoblem for Senegal; transport also
appears to require attention. Of the institutioc@bstraints, it is licensing where the
shortcomings appear more severe relative to taeking elsewhere. In Mozambique,
crime is both the top-ranked constraint by firmsl anore so than is typical for a

country with this level of GDP per capita.

In sum, the country case studies illustrate how fsamework can be used in
conjunction with the survey data to inform policygking. Priorities differ markedly
across countries, and the benchmarks provide psirtteat indicate the need to
investigate whether the costs (monetary and ortigall of remedying the
infrastructure deficit are especially high in theuntry in question or whether there

are unexploited social investment opportunities.
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Figure 4. Brazil and Chile: Within and Between Courry Differences in
Reported Costs of Constraints

Il Brazil

M Chile

-1.5

Fig. 4a. Do firms report that constraint k is higpmpared to other constraints in their
country?

1.5

0.5
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M Chile

Fig. 4b. Do firms in country j report that conshtak is high compared to how firms in a
typical country report it?

0.5

[ Brazil

H Chile

-1

Fig. 4c. Do firms in country j report that consitak is high compared to other
constraints vs. how firms in a typical country repmnstraint k vs. other constraints?
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Figure 5. Bangladesh and Pakistan: Within and Betwen Country Differences in
Reported Costs of Constraints
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Fig. 5a. Do firms report that constraint k is higpmpared to other constraints in their
country?
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Fig. 5b. Do firms in country j report that consirtak is high compared to how firms in a
typical country report it?
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Fig. 5c. Do firms in country j report that constrigk is high compared to other constraints vs.
how firms in a typical country report constraintk other constraints?
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Figure 6. Mozambique and Senegal: Within and BetweeCountry Differences in
Reported Costs of Constraints
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Fig. 6a. Do firms report that constraint k is higbmpared to other constraints in their
country?
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Fig. 6b. Do firms in country j report that consirtak is high compared to how firms in a
typical country report it?

[ Mozambique
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Fig. 6¢. Do firms in country j report that constrigk is high compared to other constraints vs.
how firms in a typical country report constraintk other constraints?
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Table 5. Significance tests for measures #2, #3 a#d illustrated in Figures 5-7 for the country casetudies

Measure Infra- Telecoms Electricity Transport Land Skills Macro- Policy Tax Labor Customs Licences Legal Corruption Crime
structure Access economic Uncertainty Admin- Regul-
Stability istration  ation
Brazil #2 -0.790** -1.180** -0.650* -0.580** -0.750** 0.100*  0.820**  0.810** 0.640*  0.420**  -0.140** -0.240** -0.100** 0.570**  0.280**
#3 0.080 -0.120**  0.040 0.400**  0.230*  0.670*  0.900**  0.820** 0.920*  1.230** 0.690**  0.540*  0.580*  0.880**  0.900**
#4 -0.540** -0.740** -0.580* -0.220** -0.390** 0.050*  0.280**  0.200** 0.300*  0.610** 0.070**  -0.080** -0.040** 0.260**  0.280**
Chile #2 -0.120** -0.350** 0.060 -0.130**  -0.340** 0.390*  0.480**  0.020 0.040 0.460**  -0.320** 0.110*  -0.160** -0.190** -0.080**
#3 -0.190** -0.240* -0.150* -0.110*  -0.310** -0.050 -0.350**  -0.840** -0.620*  0.210**  -0.390** -0.050 -0.450**  -0.720**  -0.350**
#4 0.120*  0.070*  0.170 0.210**  0.010*  0.270*  -0.040** -0.520** -0.300*  0.520**  -0.080** 0.260 -0.130**  -0.400 -0.030**
Bangladesh #2 0.140*  -0.340* 0.890** -0.190** 0.060 -0.510*  0.020 0.150** 0.390*  -0.770* -0.020 -0.240** 0.440**  0.110**
#3 0.540*  0.530*  0.720**  0.380**  0.740*  0.120* -0.120 0.230* 0.490*  0.250**  0.580**  0.520** 0.640**  0.560**
#4 0.100*  0.100*  0.280** -0.050** 0.310*  -0.310** -0.560** -0.200** 0.060*  -0.190* 0.150**  0.090** 0.210**  0.120
Pakistan  #2 -0.110** -0.530* 0.510**  -0.340** -0.160** -0.360* 0.310**  0.410** 0.580*  -0.220* -0.120** -0.380** 0.430**  -0.120**
#3 0.040 -0.020 0.240**  -0.030 0.200*  -0.170* -0.230* -0.110 0.290*  0.330**  0.090 -0.080 0.090 -0.130
#4 0.010*  -0.050* 0.210**  -0.060** 0.170*  -0.200** -0.270** -0.150** 0.250*  0.290**  0.050**  -0.120** 0.060**  -0.170
Mozambique #2 0.070* -0.360*  0.320**  0.200**  -0.180**  0.130* 0.070 -0.300**  -0.220**  -0.020 -0.420**  0.220**  0.550**
#3 -0.320**  -0.240** -0.700* -0.020 -0.250**  0.030 -0.550*  0.000 -0.350**  0.030 -0.300**  -0.230*  0.300**
#4 -0.130** -0.050* -0.510* 0.170**  -0.060** 0.220 -0.360*  0.190**  -0.160** 0.220*  -0.110** -0.040**  0.490**
Senegal  #2 0.510*  -0.420* 1.520** 0.370*  0.050 -0.230** 0.290*  -0400* -0.340** 0.070 -0.570* -0.070 -0.270**
#3 0.190*  -0.350** 0.740**  0.220**  -0.030 -0.460** -0.430*  -0.250* -0.570** -0.040 -0.690**  -0.810**  -0.710**
#4 0.470*  -0.070** 1.020**  0.500**  0.250* -0.180** -0.150**  0.030**  -0.290** 0.240 -0.410*  -0.530**  -0.430*

** s significant at 1%; ** at 5%. Test are heterosk&itity-robust Wald tests of the null hypothekbigttthe measure is zero.
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5. Conclusions

In this paper, we have presented an analyticaldveonk that can be used to interpret
firm-level data from a wide range of countries dre treported costs of public
infrastructure constraints. We derived predictiasso how the reported costs would
vary within countries according to the characterssof firms and we verified these
by estimating within-country regressions using the EBRD-World Bank firm-
level survey dataset. The results confirmed thabnted costs were increasing in firm
size, that proxies for firm-specific productivityuch as manager education were
positively correlated with reported costs, and thgtorted costs were related to

sector, ownership and exporting characteristidhénpredicted manner.

We estimated cross country equations for each @nstand uncovered a variety of
patterns in the income—constraint locus. For examiile divergence in economic
development between urban and rural areas in pmartges was reflected in higher
reported costs of constraints in urban areas i poantries, which proxies for the
technologically leading and internationally intelggh sector of the economy. At high
levels of GDP per capita when the national econamyntegrated, the dualism
between rural and urban disappears and so doggthe the cost of constraints in

the survey data.

From the cross-country equations, we obtained ptedlivalues for the cost of each
constraint reported by a benchmark firm in a typiwauntry. This allowed us to
undertake an illustrative diagnostic exercise wheeeuncovered whether firms in a
country of interest reported that their prioritynstraint was high compared to how
other firms in a typical country reported the pityprof that element of public
infrastructure. Comparisons with a benchmark cquoén provide the policy-maker
with useful information when trying to establishetlzountry’s specific priorities.
Where priorities expressed by firms look very défet from those in a typical
country at the same level of development, the pohcaker would be led to
investigate whether this may be due to especiaigh Fcosts of remedying the
infrastructure deficiency or country-specific reasofor a high reliance on this

particular public good.
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We use the framework to construct estimates ofitgact of unreliable public
infrastructure oroutput and productivity. The results suggest thaistitutions were
transplanted from high income countries into lowoime ones, in the sense of making
them as reliable in the latter countries as theyiarthe former, then the output of
existing firms in low income countries would go by only about 20%. These
estimates capture just the effect of changing tistitutions when all else is held
constant, including investment in physical capatadl skills, new entry etc., which we
would not expect to remain constant when the ustibhs changed. Our results
therefore suggest that improving the reliabilityspkcific institutions — from physical
infrastructure to the legal system — can be expeitiehave relatively modest effects
in the absence of substantial endogenous chandhe wther important determinants
of income. Research is required on whether impr@régm in the business
environment are catalysts for the investments ahrielogy and skills by existing

firms and new entrants that are required for catghip.

The data presented here suggest that public infcigte constraints vary in
interesting and important ways with the level ofk@lepment — however, it is also
apparent that there is very substantial variation country experience. The
heterogeneity across countries argues for an agiprt@ investigating the role of
institutions in economic development and to esslntig policy priorities for specific
countries that does not assume a common technabglevelopment. Our results
indicate that priorities vary widely among courgrignd suggest a degree of caution
about donor policies tying development assistancgeneric improvements in the
business environment. Such improvements are nayalweasy to achieve and may
have more modest direct benefits than has prewidaestn believed. In contrast, using
these results to identify particularly importantnstraints on output in specific

countries may be very useful to policymakers.
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Data Appendix

The full dataset available to us covers over 8Lishod firms. The data originate in a
series of 206 different surveys conducted in 10taes over the period 1999-2009.
There are two different survey series: BEEPS (BassrEnvironment and Economic
Performance Survey), conducted by EBRD and the dM@ank and covering mostly
transition countries, and PICS (Productivity andvelstment Climate Survey),
conducted by the World Bank and covering both itexms and non-transition
countries. The BEEPS and PICS surveys are basechraiom samples of non-
agricultural firms, usually stratified on size, wgcand ownership. Most of the firms
in the surveys are small or medium-sized enterp(SMES): median employment in
the total sample is 27, and about 90% of the satmple fewer than 300 employees.

Table A.1 below reports the numbers of survey, t@es and firms, by business
environment constraint; the numbers vary becauffereint surveys included some
business constraint questions and omitted othérise (a) and (b) columns refer,
respectively, to the numbers of surveys, counied firms for which we have data
on constraints, and of those, where we also hateeatathe firm characteristics used
in the firm-level econometric analysis.

Table A.1: Data coverage of surveys, countries arfdms

Surveys Countries Firms

(a) (b) (a) (b) (a) (b)
All 206 197 103 95 81,433 72,145
Infrastructure (composite) 203 195 101 94 62,644 985
Telecoms 179 171 102 95 59,595 53,042
Electricity 180 171 103 95 76,375 67,511
Transport 179 170 102 94 75,360 66,638
Land Access 177 171 100 95 72,616 64,754
Skills 177 171 100 95 75,347 67,074
Macroeconomic Instability 167 162 96 92 64,963 58,8
Policy Uncertainty 136 135 74 74 49,817 45,897
Tax Administration 201 195 100 95 78,611 70,565
Labour Regulation 201 195 100 95 78,441 70,392
Customs 204 196 102 95 72,437 64,930
Licences 201 195 100 95 77,169 69,272
Legal 186 180 88 83 65,014 58,781
Corruption 202 196 101 95 76,871 68,982
Crime 200 193 98 92 76,626 68,092

Table A.2 reports the means of these firm chareties. The figures cover the
72,145 firms for which we have observations orchHracteristics. The exception is
employment, which was not available for 3,844 fiimshe 1999 BEEPS survey. For
these firms, a categorical variable for numbersewiployees was available. We
imputed log employment for these firms by assigrilgm the mean log employment
for firms in the same size categories in the BEERP&-05 surveys.
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Total employment includes permanent plus tempor@fyreported separately).
Expanding and contracting firms are those thatntepancreases or decreases in the
numbers of permanent employees 2 or 3 years prayiollepending on data
availability). We used dummies for both majoritate ownership (including 100%
state-owned) and 100% state-owned because someysuexcluded 100% state-
owned firms (but allowed 50-99% state-owned).

Table A.2: Firm characteristics

Mean
Total employment (median) 27
Log employment 3.52
Log employment (incl. imputed) 3.53
Expanding firms 46.9%
Contracting firms 24.8%
(No change) 28.3%
Services 27.6%
Construction 5.6%
(Manufacturing) 66.8%
Privatized 8.2%
State-owned=50%) 5.1%
State-owned (100%) 3.8%
Foreign-owned=10%) 12.1%
Exporter £10% of sales) 18.4%

Table A.3 reports the survey coverage by countrg wear. The cells report the
number of firms that responded to one or more lassirconstraint questions, and, in
brackets, the number of firms that also provide aa the firm-level characteristics
in Table A.2. In Turkey in 2005, there were twoagpe surveys conducted; the table
reports aggregate figures for these two surveys.

Country income group classifications are from therM/ Bank World Development
Indicators 2005 except for Kosovo, which was ualistand is given the same
classification as Serbia and Montenegro.

The data on GDP at PPP used in the analysis (pottesl here) are from the World
Bank World Development Indicators 2009, except {d):. Kosovo, which is set to
85% of Serbian level, based on 1998 data for tlezame wage from the Yugoslav
Statistical Pocketbook 2001; (2) Serbia-Montenegroich is a weighted average of
Serbia and Montenegro GDP at PPP using 1998 popublatights. For all countries,
2008-09 GDP at PPP were not available and so we23@7 figures in their place.
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Table A.3: Survey coverage by country and year

Country
Albania
Algeria
Angola
Argentina
Armenia
Azerbaijan
Bangladesh
Belarus
Benin
Bhutan

BiH

Bolivia
Botswana
Brazil
Bulgaria
Burkina Faso
Burundi
Cambodia
Cameroon
Cape Verde
Chile

China
Colombia

Congo, Dem. Rep.

Costa Rica
Croatia
Czech Republic

World Bank
classification
(2004)

Lower-middle
Lower-middle
Lower-middle
Upper-middle
Lower-middle
Lower-middle
Low
Lower-middle
Low
Low
Lower-middle
Lower-middle
Upper-middle
Lower-middle
Lower-middle
Low
Low
Low
Low
Lower-middle
Upper-middle
Lower-middle
Lower-middle
Low
Upper-middle
Upper-middle
Upper-middle

1999
163 (101)

2000

125 (116)
137 (130)
132 (128)

192 (183)

130 (126)

127 (115)
149 (140)

2001

93 (0)

2002
170 (164)
549 (511)

171 (167)
168 (157)
1000 (966)
250 (250)

178 (165)

250 (241)

1500 (1448)

187 (168)
266 (254)

2003

1641 (1599)

503 (479)

2004

197 (181)

548 (0

948 (944)

2005 2006 2007
209g) 121 (88)
425 (275)
1063 (955)
34053
3395)
32238
196 (190)
613 (558)
342 (259)
299 (286)
139 (0)
270 (216)
172 (0)
98 (0)
1017 (963)
1000 (936)
340 (271)
343 (333)
23522 56 (52)
342 (324)

2008
54 (45)

252 (187)
356 (314)

273 (231)

347 (310)

288 (267)

55 (54)
80 (62)

57

2009

122 (82)
24 (21)

14 (14)

49 (49)
170 (140)



Country
Ecuador

Egypt, Arab Rep.

El Salvador
Eritrea
Estonia
Ethiopia
FYR Macedonia
Gambia
Georgia
Germany
Ghana
Greece
Guatemala
Guinea
Guinea-Bissau
Guyana
Honduras
Hungary
India
Indonesia
Ireland
Kazakhstan
Kenya
Korea, Rep.
Kosovo
Kyrgyzstan
Latvia
Lithuania
Madagascar
Malawi

World Bank
classification
(2004)

Lower-middle

Lower-middle
Lower-middle
Low
Upper-middle
Low

Lower-middle
Low
Lower-middle
High

Low

High

Lower-middle
Low

Low
Lower-middle
Lower-middle
Upper-middle
Low
Lower-middle
High

Lower-middle
Low

High
Lower-middle
Low
Upper-middle
Upper-middle

Low
Low

1999

132 (119)
136 (129)

129 (128)

147 (137)

147 (143)

132 (123)
166 (146)
112 (108)

2000 2001 2002

79 (79)
169 (155)

424 (342)
168 (161)

174 (172)

250 (240)
1824 (969)

249 (240)

173 (163)
176 (167)
200 (189)

2003 2004 2005
453 (416)
977 (951)
465 (459)
21B6(2
195 (187)
1998)1
1196 (1185)
541 (532)
455 (451)
163 (152)
450 (436)
60855
713 (709)
501 (493)
&560)
277 (209)
598 (584)
328 (292)
102 (102) 202)
2049019
2391) 204 (192)
293 (266)
159 (150)

2006
658 (594)

693 (621)

174 (127)

522 (499)

223 (182)
159 (135)

436 (421)

2007 2008

273 (253)
361 (311)
373 (287)

494 (437)

289 (275)

474 (394)

246 (225)
179 (170)
271 (237)

159 (143)
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2009

5(5)

2(2)

70 (61)

(24)
56 (50)

117 (97)



Country
Mali
Mauritania
Mauritius
Mexico
Moldova
Mongolia
Montenegro
Morocco
Mozambique
Namibia
Nepal
Nicaragua
Niger
Nigeria
Oman
Pakistan
Panama
Paraguay
Peru
Philippines
Poland
Portugal
Romania
Russia
Rwanda
Senegal
Serbia

Serbia-Montenegro

Slovakia
Slovenia

World Bank
classification
(2004)

Low
Low
Upper-middle
Upper-middle
Low
Low
Lower-middle
Lower-middle
Low
Lower-middle
Low
Low
Low
Low
Upper-middle
Low
Upper-middle
Lower-middle
Lower-middle
Lower-middle
Upper-middle
High
Lower-middle
Upper-middle
Low
Low
Lower-middle
Lower-middle
Upper-middle
High

1999

139 (129)

246 (237)

125 (124)
552 (528)

138 (128)
125 (122)

2000 2001
595 (494)
189 (134)
223 (0)
232 (0)
402 (401)

2002

174 (173)

965 (894)

576 (116)

500 (494)

254 (252)
505 (486)

247 (234)
169 (158)
188 (183)

2003
154 (122)

103 (103)

100 (100)

452 (448)

337 (302)

688 (613)

108 (105)

262 (213)

408 (399)

2004

850 (823)

493 (490)

2005

205 (158)

34958

125 (0)

975 (969)

59635

59857

2288
2208)

223 (219)

2006

237 (205)

1480 (1345)

329 (243)

478 (465)

604 (551)
632 (603)
613 (564)

212 (155)

2007 2008

304 (276)
215 (206)
92 (82)

479 (426)

185 (164)

540 (446)
641 (573)

506 (415)
8882)

266 (208)
53 {137)
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2009

59 (50)
147 (143)
8 (24)

270 (188)

363 (316)

9 (9)
123 (115)



Country
South Africa
Spain

Sri Lanka
Swaziland

Syrian Arab Rep.

Tajikistan
Tanzania
Thailand
Turkey
Uganda
Ukraine
Uruguay
Uzbekistan
Venezuela
Vietham
Zambia

World Bank
classification
(2004)

Upper-middle
High
Lower-middle
Lower-middle
Lower-middle
Low
Low
Lower-middle
Upper-middle
Low
Lower-middle
Upper-middle
Low
Upper-middle
Low
Low

2006

307 (208)

419 (360)

563 (509)

621 (547)

500 (0)

2008 2009

360 (268)

1152 (903)

851 (731)

366 (325)
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