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Abstract

We propose the log conditional volatility of GDP spanned by financial factors as

“Volatility Financial Conditions Index” (VFCI) and derive conditions under which

it is the log market price of risk. The VFCI exhibits superior explanatory power for

stock and bond risk premia compared to other FCIs. We use a variety of identifica-

tion strategies and instruments to demonstrate robust causal relationships between the

VFCI and macroeconomic aggregates: a tightening of the VFCI leads to a persistent

contraction of output and triggers an immediate easing of monetary policy. Conversely,

contractionary monetary policy shocks cause tighter financial conditions.
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1 Introduction

Financial conditions indices (FCIs) are widely used by policy makers and practition-

ers, and are also increasingly common in the academic literature. However, FCIs are

largely empirically motivated and lack a solid link to economic theory. In this paper,

we propose an FCI that is the market price of risk in the economy under general cir-

cumstances and estimate it as the conditional volatility of GDP spanned by financial

factors. We call this FCI the VFCI, or Volatility-FCI.

We start with a general framework for modeling macro-financial interactions. The

absence of arbitrage implies the existence of a state price density that prices all assets

in the economy. The volatility of the pricing kernel is generally referred to as the “mar-

ket price of risk”. When a representative consumer with time separable preferences

exists, the market price of risk can be measured as volatility of aggregate consumption

(see Breeden (1979), Duffie and Zame (1989b)) and, more generically, the volatility

of measures of aggregate economic activity such as GDP.1 This theoretical framework

implies that the VFCI can be estimated as the conditional volatility of consumption

or GDP that is spanned by financial factors.2

Empirically, we run a conditional heteroskedastic regression with financial variables

in the conditional mean and the conditional volatility, and we use the (log of the)

predicted conditional volatility of GDP to denote the VFCI. Hence, the VFCI is the

log conditional GDP volatility spanned by financial factors, our measure of the market

price of risk in the economy. Our results are robust to using the real PCE consumption

instead of GDP in the VFCI construction.

The VFCI is tightly linked to the conditional mean of GDP growth. The conditional

mean and volatility are negatively related, generating strong negative skewness of the

conditional GDP growth distribution as periods of low expected growth tend to have

high volatility. Therefore, the empirical approach replicates the stylized facts of the

literature on growth-at-risk (Adrian et al. (2019), Adrian et al. (2022)).

From a theoretical point of view, it is the volatility of GDP, not the mean of GDP,

that is related to the pricing of risk in the economy. Hence, we use the conditional

volatility, not the conditional mean, to construct our VFCI. This is a departure from

the Goldman Sachs FCI (GSFCI of Hatzius and Stehn (2018)), which is estimated as

conditional mean of future GDP growth.

Our estimate also deviates from the NFCI proposed by the Federal Reserve Bank

of Chicago (Brave and Butters (2011)). The NFCI uses a Kalman Filter to extract

1When preferences are not time separable, but consumption volatility is stochastic, the market price of
risk features additional terms related to the non-time-separability. Leading examples are the habit formation
model of Campbell and Cochrane (1999) and the Epstein-Zin model by Bansal and Yaron (2004).

2Jurado et al. (2015) pursue a multifactor approach to measure the common movement in macroeconomic
volatility.



a common component from 105 financial variables (based on Doz et al. (2012)). The

NFCI is a purely statistical measure of financial conditions. In contrast, our index is

derived from economic theory and thus has a more rigorous interpretation.

An alternative estimate of the price of risk in the macroeconomy is equity implied

volatility, as measured by the VIX. If the entire capital stock was publicly traded, the

VIX might be a good estimate of the aggregate volatility of output. Yet it is well

known that only a fraction of the overall capital stock is traded, and hence the VIX is

only an imperfect measure of the market price of risk.

Of course, the VFCI, NFCI, GSFCI, and the VIX are correlated. Yet simple regres-

sions show that the VFCI is better at explaining common measures of stock and bond

risk premia than the NFCI, GSFCI, or the VIX. In particular, we use a credit spread,

the GZ-spread, as a measure of the corporate bond risk premium (the GZ-spread is

by Gilchrist and Zakraǰsek (2012a)), and CAPE is by Shiller (2000)) as metric of risk

premium in stock markets. In each case, the VFCI has higher significance than the

alternative FCIs, and makes the alternative FCIs insignificant when included jointly.

Hence we conclude that the VFCI is the preferable metric of the price of risk in the

economy from both a theoretical and an empirical perspective.

An important contribution of our paper is to study the causal relationships between

the VFCI and macroeconomic aggregates. Using a variety of identification approaches

and instruments, we show that a tightening of the VFCI leads to an immediate easing

of monetary policy and a persistent contraction of output. Conversely, contractionary

monetary policy shocks lead to tighter financial conditions.

More specifically, we start with the conditional heteroskedasticity identification of

Brunnermeier et al. (2021) to estimate a baseline macro-financial specification. We

work with time series of quarterly frequency from 1962Q1:2022Q3 to allow a long

enough time period to capture various regime shifts in the data. The dynamic causal

impact of structural shocks is estimated through a volatility-identified Bayesian SVAR

with non-normal (Student’s t) distributed errors. This approach accounts for the

volatility that is a pervasive feature of macro-financial data, and permits the retrieval

of all structural shocks, including the VFCI shock.

In order to gain confidence in the causal relationship between the VFCI and macroe-

conomic aggregates, we then review the literature for instrumental variables for mon-

etary policy shocks, GDP shocks, and financial condition shocks. We generate an

external instrument for VFCI using a penalized sign restrictions approach as in Uhlig

(2005). External instruments for monetary policy and output are obtained from Naka-

mura and Steinsson (2018) and Cieslak and Pang (2021), updated through 2022Q3.

The former uses a high-frequency approach to identify monetary policy shocks while

the latter also uses sign restrictions to identify news shocks.

2



The external instruments are used to estimate the dynamic causal impact of shocks

in the Structural VAR with Instrumental Variables (SVAR-IV) and Local Projections

with Instrumental Variables (LP-IV) frameworks. Based on recent results in Plagborg-

Møller and Wolf (2021), LP and SVAR models have been shown to estimate the same

IRFs as long as a sufficient amount of lags are accounted for and the entire population

is modeled. However, Ramey (2016) reviews various alternative identification schemes

and finds differences in the IRFs from SVARs and LPs in applications. In light of these

results, which could arise due to the finite sample length, and to be confident that the

causal effects remain robust empirically, we look at VFCI in both LP-IV and SVAR-

IV models. We then go back a step and estimate a simple recursive VAR without

instruments. Finally, we estimate a sign-restricted BVAR to identify the causal impact

of monetary policy and VFCI shocks.

In all instances, we find robust causal, economically large and statistically highly

significant effects from the VFCI to monetary policy and GDP and from monetary

policy to the VFCI. We do not find a tight link between the VFCI and inflation in

either direction. From our reading of the literature, this is the first time that causal

effects to and from macroeconomic aggregates have been documented systematically.

We present an extensive review of the literature in Section 10. Our contribution

is related to the consumption capital asset pricing model (CCAPM) based on our

theoretical motivation. We do show that the VFCI has better explanatory power for

common stock and bond risk premia than other FCIs. However, we leave further asset

pricing tests to future research, and instead focus on the causal relationships between

the market price of risk and macroeconomic dynamics. The causal identification is the

main contribution relative to the existing macro-financial literature. Furthermore, we

are the first to propose an FCI that is based on rigorous asset pricing theory.

The remainder of the paper is organized as follows. Section 2 exhibits a simple

theory of the price of risk that justifies the estimation of the VFCI as the projection

of GDP volatility onto the span of financial variables. Section 3 surveys existing FCIs.

Section 4 presents the data. Section 5 estimates the VFCI. Section 6 shows that the

VFCI is better at explaining common measures of stock and bond risk premia than

alternative FCIs. Section 7 estimates the causal impact and response of VFCI on

monetary policy and US macroeconomic aggregates, using a heteroskedastic Bayesian

SVAR to identify structural shocks. Section 8 augments Section 7 with further identifi-

cation schemes including external instruments and sign restrictions. Section 9 discusses

additional robustness checks. Section 10 reviews how our contributions relate to the

literature on consumption based asset pricing and macro-finance. Section 11 concludes.
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2 The VFCI as Price of Risk

Financial assets are defined by their cash flows. Asset i pays a cash flow Dit at time t,

with {Dit}∞t=1 an adapted integrable stochastic process. We denote the price of asset

i at time t by Pit, and use the convention that buying asset i at time t for a price Pit

entitles the buyer to the sequence of cash flows Di,t+1, Di,t+2, ... that does not include

Dit, i.e., prices are ex-dividend prices. Then, the (gross) return for asset i at time t is

Rit =
Pit +Dit

Pi,t−1
.

A trading strategy θ is an integrable adapted process θ = {θt}∞t=0. We say that a

trading strategy finances a cash flow {Ci}∞t=1 if

C0 = −θ0 · P0, (1)

Ct+1 = θt · (Pt+1 +Dt+1)− θt+1 · Pt+1 for t = 1, 2, ..., (2)

where the dot denotes the inner product. The asset span M is the set of cash flows

that can be financed via some trading strategy.

The absence of arbitrage is equivalent to the existence of a strictly positive adapted

stochastic process {πt}∞t=0 in the asset span M such that

πt = Et[πt+1Ri,t+1] (3)

for all i and t. Such a process {πt}∞t=0 with π0 = 1 is called a pricing kernel. Defining

the risk-free rate Rf,t ≡ πt
Et[πt+1]

and using the definition of covariance, equation (3)

can be rewritten as

Et[Ri,t+1]−Rf,t = −Covt

[
πt+1

Et[πt+1]
, Ri,t+1

]
. (4)

We define the innovation (or expectational error)

ϵt+1 ≡
πt+1

Et[πt+1]
− 1

and decompose it as

ϵt+1 = ηtε̃t+1, (5)

where ηt is a random variable revealed at time t, and ε̃t+1 is a random variable revealed

at t + 1 with Et[ε̃t+1] = 0 and V olt[ε̃t+1] = 1.3 In general, ε̃t+1 can be a function of

3For any integrable process ϵt+1, the decomposition ϵt+1 = ηtεt+1 with ηt a predictable integrable process
and εt a martingale difference sequence always exists (see, for example, Blanchet-Scalliet and Jeanblanc
(2020)).
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all stochastic disturbances of the economy, including fundamental (such as exogenous

shocks) and non-fundamental (such as sunspots) ones. Re-writing equation (4) in terms

of ηt gives

Et[Ri,t+1]−Rf,t = −ηtCovt [ε̃t+1, Ri,t+1] . (6)

This equation allows us to interpret ηt as the market price of risk. The market price of

risk gives the risk premium – the expected excess returns – associated with exposure

to the economy’s sources of risk ε̃t+1. The risk of asset i is measured by the covariance

of its return with ε̃t+1; ηt then gives the risk premium of “one unit” of risk.

When a representative consumer with time seperable utility exists, the market price

of risk is equal, in equilibrium, to the volatility of aggregate consumption. To see this,

consider a representative consumer with initial wealth W that maximizes utility over

non-negative consumption sequences C = {Ct}∞t=0 and trading strategies θ = {θt}∞t=0

subject to a sequence of budget constraints:

max
C≥0,θ

E0

[ ∞∑
t=0

βtu(Ct)

]
(P)

s.t.

W = θ0 · P0, (7)

Ct+1 + θt+1 · Pt+1 = θt · (Pt+1 +Dt+1), for t = 1, 2, ... (8)

The existence of a solution to (P) implies no-arbitrage. Conversely, if u is contin-

uous, no-arbitrage implies (P) has a solution. A necessary condition for a solution to

(P) is the FOC

βtu′(Ct) = λπt, (9)

where λ > 0. If u is strictly concave for all t, then equation (9) is also sufficient. A

first-order approximation of

βu′(Ct+1)/u
′(Ct)

around Ct+1/Ct = 1 gives

β
u′(Ct+1)

u′(Ct)
≈ β + β

u′′(Ct)

u′t(Ct)

(
Ct+1

Ct
− 1

)
. (10)

Using equations (5), (9) and (10), and defining

εt+1 ≡
u′t(Ct)

βu′′(Ct)
ε̃t+1,
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we have that, to first order,

Ct+1

Ct
= Et

[
Ct+1

Ct

]
+ ηtεt+1. (11)

Equation (11) shows that ηt is the conditional volatility of consumption growth.

What matters for the pricing of risk is what is spanned by financial factors. Hence

for the purpose of asset pricing, only the projection of consumption growth and con-

sumption volatility onto the asset span M is priced. We consider financial factors Xt

that span M. Hence for the purpose of asset pricing, expected consumption growth

and the price of risk can be written as affine functions of financial factors Xt, so that

equation (11) gives

Ct+1/Ct = γ0 + γ1Xt + ηtεt+1 (12)

ln(ηt) = δ0 + δ1Xt (13)

We follow the New Keynesian literature and use GDP growth Yt+1 instead of ag-

gregate consumption growth Ct+1/Ct as measure of aggregate activity, though our

appendix shows that results hold with consumption instead of GDP.

The asset pricing theory thus gives rise to a conditional heteroskedastic model of

GDP growth. We use a straightforward Gaussian maximum likelihood (the linear het-

eroskedastic regression model) to estimate the conditional mean and volatility of GDP.

The model assumes the variance of the error terms is an exponential function of a lin-

ear combination of the financial variables, giving rise to heteroskedasticity. Maximum

likelihood is used to fit the multiplicative heteroskedasticity regression model. The

model can be written as

Yt+1 = γ0 + γ1Xt + volt(Yt+1)ϵ
y
t+1 (14)

ln(volt(Yt+1)) = δ0 + δ1Xt (15)

where, ϵyt+1 ∼ N(0, 1). Yt denotes GDP growth, and Xt is the set of financial state

variables. We define the VFCI as the log price of risk, as measured by the conditional

volatility of GDP spenned by financial variables:

V FCIt+1 ≡ ln(volt(Yt+1)) (16)

Hence the VFCI is an estimate of the log price of risk. As such, it should be a close

proxy for risk premia, as all asset pricing in the economy is a function of the price

of risk. Furthermore, we would expect it to be highly correlated with macroeconomic

aggregates, giving rise to macro-financial feedbacks. The remainder of the paper will
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estimate the VFCI, study its relationship to risk premia, and then analyze causal

macro-financial dynamics.

While our empirical implementation is focused on the VFCI estimation as log-

volatility of GDP, it is also possible to estimate the VFCI as conditional consumption

volatility. We show in the robustness section that it makes little difference whether the

GDP or the PCE based VFCI is implemented, see Section 9.

3 Review of Existing FCIs

In this section we review two popular FCIs, the NFCI and the GSFCI, as well as the

VIX which can be viewed as another metric of the price of risk.

The NFCI provides a weekly estimate of US financial conditions in money markets,

debt and equity markets, and the traditional and shadow banking systems.4 The index

is a weighted average of 105 measures of financial activity, each expressed relative to

their sample averages and scaled by their sample standard deviations. When the NFCI

is positive, financial conditions are tighter than average. The methodology for the

NFCI is described in Brave and Butters (2011) and is based on the quasi-maximum

likelihood estimators for large dynamic factor models developed by Doz et al. (2012).

The data for the NFCI start in January 1973.

The GSFCI is defined as a weighted average of riskless interest rates, the exchange

rate, equity valuations, and credit spreads, with weights that correspond to the direct

impact of each variable on GDP.5 Hence the GSFCI is constructed to be a measure of

conditional GDP growth. Hatzius and Stehn (2018)—which is updating the original

GSFCI by Dudley and Hatzius (2000)—decompose the IS curve into 1) the response of

GDP to the FCI and 2) the response of the FCI to the federal funds rate. The authors

show that monetary policy innovations measured as changes in Treasury yields in one-

hour windows around FOMC announcements are highly significant predictors of FCI

changes. Monetary policy influences the GSFCI.

The VIX index is calculated by the Chicago Board Options Exchange (CBOE) from

the cross section of S&P 500 (SPX) options.6 The VIX Index measures the level of

option implied volatility of the S&P 500 index over the next 30 days that is implied by

quotations of SPX options. The VIX Index is a forward-looking measure, in contrast

to realized volatility, which measures the variability of historical prices. Unfortunately,

the VIX only starts in 1990 and is available at a daily and even intraday frequency.

Figure 1 shows a time series plot of the three alternative FCIs. While there is

4https://www.chicagofed.org/research/data/nfci/current-data
5https://www.goldmansachs.com/insights/pages/case-for-financial-conditions-index.html
6https://www.cboe.com/tradable_products/vix/
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Figure 1. Common FCIs (Standardized)

clear correlation, particularly in times of stress such as the 2008 global financial crisis,

there are also notable differences. For example, the GSFCI eased much more than the

two other FCIs in 2021. The VIX was very elevated around the tech bubble in the

late 1990s, while the other two FCIs were moderate. And the NFCI declined rapidly

following the 1982 recession, while the GSFCI remained elevated much longer.

Such stark differences among the FCIs raises the obvious question of which one is

the right metric. In this paper, we propose yet another FCI, the VFCI, which measures

the market price of risk in the economy. Unlike existing FCIs, the VFCI is derived from

the economic theory in Section 2, and thus straightforward to interpret. We turn to

the financial factors that span the VFCI next, and then to its estimation in Section 5.

4 Financial Factors

We denote the vector of financial factors by Xt. We assume that observable financial

variables Ft are affine functions of the financial state factors plus a noise term ηt.

Ft = f0 + f1Xt + ηt (17)

where F is a k× 1 vector of financial variables, X is a l× 1 vector of state variables, f1

is a k× l matrix, and η is a k×1 vector of shocks, with k > l. Hence we can extract the

financial factorsXt from observable financial variables Ft using filtering techniques such

as Principal Components Analysis (PCA). PCA is widely used in financial economics

to extract common principal components (PCs) from financial variables such as asset

prices or spreads, the method that we adopt here. The conditions on equation 17 under
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which PCAs are optimal are well understood.

Variable Description

SP500RET Equity market returns – S&P500 annual returns
SP500SD Equity market volatility – S&P500 annualized daily standard deviation
T10Y3M Term spread of 10 year over 3 month Treasuries
TB3SMFFM Spread of 3 month Treasuries over Federal Funds rate
AAA10YM Spread of Moody’s AAA corporate bond yield over 10 year Treasuries
BAAMAAA Spread of Moody’s BBB corporate bond yield over AAA bond yield

Table 1. Financial Variables used to Construct the Financial Factors Xt: The data is from
the FRED databasse of the Federal Reserve Bank of St Luois, and from Yahoo Finance.

We specify a set of financial variables Ft that capture financial conditions across

risky asset markets. We use the existing FCIs as starting point, and select variables

that have a long historical time series. In particular, we require each of the financial

variables to be available since the early 1960s to generate a consistent time series

with a relatively long history. All the financial time series that we use are publicly

available from the St. Louis Federal Reserve Economic Data (FRED) and Yahoo

Finance databases. We use a quarterly frequency in our estimation. Based on the

availability of the earliest data points for some series of interest, the sample period

for analysis is 1962Q1:2022Q3. The set of variables are listed in Table 1, and cover

a wide variety of financial time series including various credit spreads (BAA minus

AAA and AAA minus 10-year Treasury), US Treasury term spreads (10-year minus

three months and three months minus Federal Fund rate), as well as equity volatility

(computed quarterly from daily data) and equity returns (computed as annual return

for each quarter).

Factor Loadings
Cumul. Variance TB3SMFFM AAA10YM BAAMAAA T10Y3M SP500RET SP500SD

PC1 34.3% -0.03 -0.49 -0.48 -0.36 0.34 -0.53
PC2 62.7% 0.66 0.33 -0.27 0.47 0.36 -0.19
PC3 76.2% -0.28 -0.25 0.60 0.46 0.41 -0.35
PC4 88.0% 0.20 -0.33 -0.03 0.34 -0.76 -0.40

Table 2. Cumulative Variance explained by PCs and PC Loadings of Variables

We estimate the financial state variables Xt using PCA to extract the relevant

variation across the financial series. The first four PCs are chosen to represent the

financial state variables. Table 4 reports the cumulative variance explained by the first

five PCs, as well as the factor loadings of the financial variables, Ft. As shown, the first

four PCs explain close to 90 percent of the variance in the underlying data. As noted

in Table 4, all of these PCs are highly correlated with leading measures of financial

conditions: (1) NFCI of the Federal Reserve Bank of Chicago, (2) the CBOE’s (VIX),
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and (3) the GSFCI. The regression results suggest that the PCs have high explanatory

power for the FCIs with R-squares of around 70 percent or higher.

NFCI GSFCI VIX

PC1 -0.00540 (0.795) -0.0365 (0.604) 1.853∗∗∗ (0.000)
PC2 -0.603∗∗∗ (0.000) -1.041∗∗∗ (0.000) -4.383∗∗∗ (0.000)
PC3 0.109∗∗∗ (0.000) -0.918∗∗∗ (0.000) 0.456 (0.151)
PC4 0.289∗∗∗ (0.000) 1.554∗∗∗ (0.000) 0.947 (0.161)

R2 80.0% 73.9% 70.0%
N 207 157 131

p-values in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 3. Association between FCIs and PCs

We view these results as evidence that the four PCAs do indeed proxy for the

span of financial asset returns in the economy, and hence represent a good basis for

estimating the market price of risk, the VFCI. We will turn to its estimation next.

5 VFCI Estimation

The PCA estimates of the financial factors from the previous section are used to esti-

mate the VFCI. The VFCI is is the log conditional volatility of GDP growth, a measure

the economy wide market price of risk. We also model the conditional mean of GDP

growth as depending on those PCs. We use a maximum likelihood approach with

conditionally Gaussian shocks.

Table 4 shows the dependence of the conditional mean and the conditional volatility

on the four financial components. All four components are highly statistically signifi-

cant in predicting the conditional mean and the conditional volatility of both real GDP

growth and real PCE growth.

Figure 2 shows the VFCI for GDP. Note that VFCI exhibits large spikes during

the 2008-10 financial crisis and more recently during the Covid-19 crisis. The VFCI

exhibits higher volatility during more recent recessions than alternative FCIs, but lower

volatility in times of financial stress before the 2000s such as the period of recession in

the early 1980s.

Figure 3 shows the relationship between the conditional mean and volatility of GDP

growth. The figures corroborate the results in Adrian et al. (2019) who find that the

conditional mean of GDP growth is negatively correlated with conditional volatility and

that periods of low volatility in growth precede negative growth outcomes. This gives

10



Real GDP Growth Real PCE Growth

Conditional Mean
PC1 -0.169∗∗∗ (0.000) -0.120∗∗∗ (0.003)
PC2 0.157∗∗∗ (0.004) 0.109∗∗ (0.024)
PC3 -0.208∗∗∗ (0.000) -0.184∗∗∗ (0.000)
PC4 0.173∗∗∗ (0.004) 0.114∗∗ (0.027)
cons 0.743∗∗∗ (0.000) 0.807∗∗∗ (0.000)

Log Conditional Volatility
PC1 0.151∗∗ (0.034) 0.204∗∗∗ (0.009)
PC2 -0.499∗∗∗ (0.000) -0.405∗∗∗ (0.000)
PC3 0.181∗ (0.069) 0.341∗∗∗ (0.004)
PC4 -0.411∗∗∗ (0.000) -0.497∗∗∗ (0.000)
cons -0.485∗∗∗ (0.000) -0.631∗∗∗ (0.000)

N 242 242

p-values in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 4. Heteroskedasticity Linear Regression of GDP and PCE Growth on PCs

Figure 2. The VFCI

rise to a highly negatively skewed conditional GDP growth distribution, “vulnerable

growth.”
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Figure 3. Conditional Mean and Volatility of One Quarter Ahead GDP growth

6 The VFCI and Common Risk Premia

The previous section documented the estimation of the VFCI, and provided some

comparison to alternative FCI measures. The key question in this section is whether

the VFCI is better at explaining common metrics of stock, bond, and Treasury risk

premia than alternative FCIs. The goal of any FCI is to proxy for the cost of funding

in the economy, and the theory-based VFCI is explicitly linked to the price of risk in

the economy. We would therefore expect the VFCI to outperform the alternative FCIs

in terms of explaining risk premia across the stock and bond markets.

The Gilchrist and Zakraǰsek (2012a) bond spread and the Shiller (2000) CAPE

equity market premium, or the excess CAPE yield (ECY), are commonly used as

metrics of risk premia in the corporate bond and equity markets.

Tables 5 and 6 provide regression results of these risk premia on alternative FCIs.

The VFCI generally has higher significance than the other FCIs, especially in the stock

and bond market regressions. However, in all the regressions, it serves to make the

alternative FCIs insignificant when included jointly. Hence we conclude that the VFCI

is the preferable metric of the market price of risk in the economy from a theoretical

as well as an empirical perspective.

Of course, many additional risk premium estimates have been proposed in the

literature. We leave it to future research to explore further asset pricing implications

of the VFCI, including more formal cross sectional asset pricing tests.
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GZ GZ GZ GZ GZ

L.GZ 0.856∗∗∗ 0.908∗∗∗ 0.890∗∗∗ 0.775∗∗∗ 0.707∗∗∗

(14.78) (11.76) (10.37) (14.31) (12.29)

VFCI 0.461∗∗∗ 0.362∗∗

(3.62) (2.00)

NFCI 0.0768 0.433
(1.55) (1.61)

GSFCI 0.00829 0.0441
(0.37) (0.93)

VIX 0.0344∗∗∗ -0.00145
(2.92) (-0.18)

R2 84.7% 81.8% 78.7% 82.3% 85.7%
N 197 197 157 131 129

t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 5. Association between GZ spread and FCIs: The GZ spread is a corporate bond risk
premium measure of Gilchrist and Zakraǰsek (2012a).

ECY ECY ECY ECY ECY

L.ECY 0.977∗∗∗ 0.924∗∗∗ 0.900∗∗∗ 0.942∗∗∗ 0.963∗∗∗

(52.54) (48.26) (37.26) (30.52) (36.10)

VFCI 0.764∗∗∗ 0.832∗∗∗

(7.24) (5.08)

NFCI 0.265∗∗∗ -0.118
(3.97) (-0.69)

GSFCI 0.0398 0.0467
(1.60) (1.13)

VIX 0.0300∗∗∗ -0.0009
(4.16) (-0.11)

R2 95.8% 95.0% 93.2% 92.1% 93.6%
N 242 207 157 131 129

t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 6. Association between ECY and FCIs: The ECY stands for the excess CAPE yield of
Shiller (2000) and is a commonly used measure of the equity market CAPE equity risk premium.
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7 The VFCI and Macro-Financial Dynamics

We estimate the dynamic impact and response of the price of risk, VFCI, using a num-

ber of identification techniques, and a dataset of time series variables that are part of a

familiar laboratory in the empirical macroeconomics literature. The preferred method

is a volatility-identified BVAR and the focus is on US macroeconomic aggregates ob-

served since the early 1960s. The extended sample provides enough time variation to

allow for potentially better identification of the structural shocks. A quarterly dataset

is compiled from 1962Q1 to 2022Q3 on the main set of variables–VFCI, real GDP, the

core PCE index, and the Federal Funds rate. The interest rate is in decimal units and

all other variables are in log levels, as described in Table 7.

Mean SD Min Max N

Federal Funds Rate 0.05 0.04 0.00 0.18 243
VFCI -0.23 0.37 -0.77 1.52 243
log of Real GDP 9.15 0.50 8.16 9.91 243
log of Core PCE Deflator 4.01 0.62 2.86 4.82 243

Table 7. Descriptive Statistics for the Macro-Financial Variables: The VFCI is constructed
in the previous section, the remaining data is from the FRED database of the Federal Reserve
Bank of St Louis.

7.1 Identification through Heteroskedasticity

The empirical analysis investigates whether a tightening of financial conditions, as

captured by VFCI, leads to monetary policy easing and a contraction of output. Con-

versely, do contractionary monetary policy and adverse output shocks lead to a tight-

ening of financial conditions? The baseline identification technique used to estimate

the causal effects of shocks is identification through heteroskedasticity using a Bayesian

SVAR with nonnormal (Student’s t) distributed errors as in Brunnermeier et al. (2021).

This approach models the time variation in the variances of each of the shocks.

Identification through heteroskedasticity allows for the plausible identification of all

shocks, importantly including the VFCI shock. Furthermore, in a volatility-identified

BVAR, there is no need to impose any identifying restrictions other than that the

variance of shocks is time-varying. This relaxation of the usual constant covariance

matrix assumption is reasonable especially if heteroskedasticity is present in the data.

To illustrate the basic setup of the model, consider the following VAR of order p

with n variables and j lags
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A0yt =

p∑
j=1

Ajyt−j + εt (18)

where A0 is a matrix of simultaneous relationships among the n variables, the Aj

matrices are coefficient matrices, and εt is a nx1 vector of structural shocks. In a VAR

model where the volatility of the residuals is not modeled, the structural shocks would

be serially uncorrelated with zero mean, so that εt ∼ (0, σε).

In a volatility-identified VAR, however, the conditional variance of the εt differs

over time based on certain volatility change points. Designating a set of volatility

change points m ∈ M , the variance of the structural shocks is written as follows

E[ εtε
′
t] = Λm,t (19)

where Σm,t is the time-varying covariance matrix of shocks conditional on m. Of

note is that the time-varying volatility is used for the purposes of identification to

estimate the median IRFs, which we report. The coefficients, Aj , are fixed across the

change points so that the economy is assumed to react to shocks of different magnitudes

in the same way across time. The IRFs are therefore scaled to an ”average” regime.7

Volatility Regimes

To identify the volatility change points in M , we use the six macroeconomic regimes

specified in Brunnermeier et al. (2021). We also incorporate a seventh regime to in-

clude the Covid-19 pandemic era. The six regimes are based on turning points in US

macroeconomic history where the underlying shock processes were plausibly different

(Table 8). Within each regime, it is assumed that the macroeconomic dynamics are

constant, but the variance of the structural shocks differs.

Time Period Description

1962Q1-1979Q3 Oil crisis and stagflation
1979Q4-1982Q4 Volcker disinflation
1983Q1-1989Q4 Major S&L crisis defaults
1990Q1-2007Q4 Great Moderation
2008Q1-2010Q4 Financial crisis
2011Q1-2019Q4 Zero Lower Bound, Recovery from crisis
2020Q1-2022Q3 Covid-19 pandemic and war in Ukraine

Table 8. Volatility Regimes: Brunnermeier et al. (2021) provide the first six regimes.

7While we report in the main set of results the ”average” way that the economy responds to shocks, these
results are robust to alternate specifications where we allow for regime-specifics IRFs, i.e. where the VAR
dynamics change along with the covariance matrix of shocks (see the appendix).
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Bayesian Priors and Structural Shocks

The volatility-identified SVAR is estimated using Bayesian methods. We generally

follow the calibration of priors in Brunnermeier et al. (2021). A Gaussian prior is

placed on A0 with a standard deviation of 0.01. A Minnesota prior with tightness as 3

and decay as 0.5 is placed on the reduced-form coefficients. We impose the restriction

that the cross-period structural variances average to one, or that 1
M

∑M
m=1 λi,m(t) = 1,

where the λi,m(t)’s are the diagonal elements of the covariance matrix of structural

shocks. This requires that a Dirichlet prior with α = 2 is placed on each element of

the vector λ.,i = λ1,i...λM,i normalized by M , the number of volatility change points.

Each structural shock εit is assumed to follow an independent t distribution with α

degrees of freedom. To estimate α, the distribution of residuals is fit for the volatility-

identified BVAR with normally distributed structural shocks. This implies that the

data would be fit by a t distribution with 2.6 degrees of freedom. The t distribution

has the advantage of potentially better fitting the data if there are large shocks as it

puts a greater probability on tail events compared to the normal distribution.

7.2 Dynamic Causal Effects

Conditional on the specification of the model priors, regimes, and shock distributions,

we simulate 5000 posterior draws based on the Gibbs sampling procedure, and estimate

the median IRFs over 5 years, or 20 quarters. The BVAR includes VFCI, Fed Funds

rate, real GDP, and prices, with all variables in logs apart from the interest rate.

The IRFs represent the average across the volatility regimes. As can be seen in Table

9, which reports the posterior median relative variance for each of the t-distributed

structural shocks, the variance of the structural shocks differs substantially across

the volatility change points. This evidence of time-varying variance suggests that

estimation using the t-distributed shocks would be more efficient than drawing shocks

from a Gaussian distribution, although they would both be consistent.

1962Q1-
1979Q4

1979Q4-
1982Q4

1983Q1-
1989Q4

1990Q1-
2007Q4

2008Q1-
2010Q4

2011Q1-
2019Q4

2020Q1-
2022Q3

Log GDP 1.25 1.38 0.34 0.47 0.62 0.22 2.54
Log PCE 0.44 2.16 0.70 0.17 0.50 0.16 2.84
VFCI 0.55 0.83 0.92 0.69 1.79 0.91 1.28
Fed Funds 1.29 3.33 0.69 0.22 0.56 0.05 0.76

Table 9. Relative Variances for the Four Structural Shocks in Seven Regimes

VFCI shocks exhibit the largest variance during the period of the global financial

crisis (2008-10), which saw a substantial tightening of financial conditions. Monetary

policy shocks conversely exhibit higher volatility in the regimes before the early 1980s,
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which accords with thinking that policy errors and monetary policy shocks have damp-

ened over more recent years Ramey (2016). Output shocks exhibit the highest volatility

during 2020-22, which is not surprising given the sharp decline in US GDP relatively

quickly upon the Covid-19 shock. Price shocks are also the most volatile in the latest

regime, reflecting the sharp uptick in inflation in the US starting in 2021.

We report IRFs that are the median across the MCM draws, with 68th and 90th

percentile posterior error bands. Figure 4 shows the dynamic response of each variable

to a one standard deviation increase in the VFCI structural shock, where the shocks

are drawn from a t distribution with 2.5 degrees of freedom. Note that while there is

no significant effect on prices, a tightening of financial conditions leads to a statisti-

cally significant easing of monetary policy upon impact. VFCI shocks also induce a

significant and persistent contraction in output.

Figure 5 shows the response of VFCI to each of the four structural shocks identified

using the heteroskedastic BVAR. Note that contractionary monetary policy shocks lead

to a statistically significant tightening of financial conditions upon impact.

These results suggest that monetary policy and financial conditions are highly re-

sponsive to each other, corroborating the results in Cieslak et al. (2019) and Cieslak

and Vissing-Jorgensen (2020). Furthermore, the simulations provide further evidence

that the conditional volatility of aggregate consumption based on fundamental asset

pricing theory, VFCI, is a strong measure of financial conditions.

7.3 Robustness of the Heteroskedastic BVAR

We conduct a range of robustness exercises that amount to small perturbations around

the baseline set of results. The core set of results on the significant responses of VFCI

to monetary policy shocks and monetary policy and output to VFCI shocks are assessed

through the following set of exercises

• alternative specifications of stationarity by replacing GDP and PCE with station-

ary variables – output gap or GDP growth instead of GDP, and PCE inflation

instead of the PCE index

• alternative specifications of VFCI such as using VFCI in levels rather than logs

• alternative number of PCs instead of the baseline case of 4 PCs in the het-

eroskedasticity linear regression to construct VFCI

• alternative specifications of the distribution of structural shocks such as simulat-

ing draws from a normal distribution instead of the t distribution

• alternative number of posterior draws in the MCMC chain i.e. increasing the

draws from the baseline of 5,000 to 50,000 and 100,000
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Figure 4. IRFs: VFCI Shocks Impulse responses to the VFCI structural
shock in the volatility-identified BVAR model with t distributed errors over
20 quarters, with 68 percent (dark green) and 90 percent (light green) pos-
terior error bands. Scaled to an “average” period with unit scale.

• alternative shapes of the Minnesota prior i.e. varying the calibration from [1, 3]

for the tightness and [0.3, 0.7] for the decay

• alternative time period i.e. ending just before the 2008-10 global financial crisis

to mitigate the effect of unusually large structural shocks

• alternative specifications of the baseline BVAR with regime-specific IRFs where

the VAR dynamics change over time

• alternative specifications of the baseline BVAR with the inclusion of a second

financial variable (such as the Gilchrist and Zakrajsek (2012) bond spread or the

spread of 3-month Eurodollars over 3-month Treasuries)

The original conclusions are broadly robust to these changes.
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Figure 5. IRFs: VFCI Responses Impulse responses of VFCI to the four
structural shocks in the volatility-identified BVAR model with t distributed
errors over 20 quarters, with 68 percent (dark green) and 90 percent (light
green) posterior error bands. Scaled to an “average” period with unit scale.

8 Alternative Identification

Studies in the empirical macroeconomics literature have generally tended to identify

shocks by imposing exclusion restrictions on the reduced-form coefficient matrices,

by using narrative approaches, or by finding external instruments. While there are

benefits to these methods, challenges could arise as instruments are not easy to find

and restricting the reduced-form matrices can sometimes be viewed as arbitrary. To

mitigate some of these issues, and also to account for the volatility we believe is a per-

vasive feature of historical macroeconomic data, we follow the approach of estimating

a volatility-identified BVAR as the preferred identification scheme. To check that the

results on VFCI are not restricted to this particular model, however, we augment the

analysis with some other methods of identification.

First, we estimate an SVAR-IV model that augments the oft-used SVAR system

with external instruments. Further details on the construction of our instruments can

be found in the next section. Second, we employ the LP-IV method proposed by Jordà
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et al. (2015), which uses external instruments in a local projections framework. Third,

we also estimate a simple recursive VAR without instruments. We vary the recursive

ordering of VFCI and monetary policy as the forcing variable. Fourth, we impose sign

restrictions Uhlig (2005) to identify the causal impact of monetary policy and VFCI

shocks.

8.1 External Instruments

Studies in the empirical macroeconomic literature have generally used internal instru-

ments, or shocks identified within the model, to estimate dynamic causal effects. Stock

and Watson (2018) consolidate the derivation of dynamic causal effects and asymptotic

theory for external instruments in LP and SVAR frameworks and find that the use of

external instruments can potentially lead to more credible identification. As discussed

in that paper, external instruments in macroeconometric models comprise a relatively

new but promising avenue of research. We build on this literature by also using instru-

ments for VFCI, monetary policy, and output in LP and SVAR models as alternative

identification strategies to estimate dynamic causal effects.

VFCI Instrument

The external instrument for VFCI is constructed based on a sign-restricted VAR ap-

proach using Bayesian methods (see Uhlig (2005)). The restrictions are imposed on the

shape of the orthogonalized impulse response functions. The identifying assumption

is that a VFCI shock reduces prices upon impact. This is not a stringent identifying

assumption in light of the evidence from the volatility-identified BVAR that prices fall,

albeit not significantly, when there is a surprise tightening of financial conditions.

To implement the sign restrictions approach, we start by fitting a reduced-form

Bayesian VAR on VFCI, GDP, PCE, and the Fed Funds rate, assuming that the

structural shocks are distributed as εt ∼ (0, σε). Imposing the Normal-Wishart prior

on the BVAR and using an MCMC chain, a posterior distribution is formed to estimate

the reduced-form coefficient and error variance matrices.

The structural shocks are then recovered using a Cholesky decomposition with

resulting IRFs. At this point, an orthogonalized IRF, α, is randomly drawn. As in

Uhlig (2005), we impose a function that penalizes sign restriction violations, Ψ(α)

for a set of constrained responses j∈J and constrained periods k∈K, that solves the

following minimization problem

minαΨ(α) =
∑
j∈J

∑
k∈JK

b(lj)
r(j, α)(k)

σj
(20)
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where r(j, α)(k) is the response of j at step k to α and b is an imposed penalty. The

IRFs from the Cholesky decomposition are then multiplied with α, and the sequence

of steps is repeated based on the MCMC algorithm to ultimately derive an IRF that

minimizes the overall penalty function for the restricted variables.

This procedure generates an external instrument for VFCI based on the VFCI

structural shock identified in the sign-restricted model. A similar sequence of steps is

followed to retrieve the VFCI shock with the model in stationary terms.

Robustness of the VFCI instrument We derive an alternative version of the

VFCI instrument that slightly deviates from the baseline case for the purposes of

robustness. To do so, we use a rejection algorithm that keeps all the posterior draws

that satisfy the imposed sign restrictions instead of choosing draws that minimize the

penalty function. The steps to retrieve the structural shocks remain the same, but in

this case, the random orthogonal IRF, α, is estimated based on the following formula

α = Ba (21)

where BB′ = σε, and a is an n× 1 vector so that ||a|| = 1.

Monetary Policy Instrument

The estimation of monetary policy shocks has been oft-explored in the literature start-

ing from Romer and Romer (2004)’s estimation of this shock through a narrative

approach. Since then, the literature used various techniques to identify monetary pol-

icy shocks Ramey (2016), such as the high-frequency identification strategy used in

Nakamura and Steinsson (2018). Our instrument for the Federal Funds rate is the

Romer and Romer monetary policy shock, which starts from 1969Q1 and extends until

1994Q4, interpolated with the Nakamura and Steinsson shock, which was updated and

kindly shared with us, from 1995Q1 to 2022Q3.

GDP Growth Instrument

The external instrument related to GDP was kindly shared by the authors of Cieslak

and Pang (2021) and extends from 1983Q1-2022Q3. This shock is estimated through

a sign-restricted VAR approach that places identifying restrictions on the differential

response of stock and bond market prices to key macroeconomic announcements. The

authors identify growth news shocks among other shocks, and we use the GDP growth

shock as an external instrument for GDP growth in a stationary version of our model.
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Figure 6. External Instruments for VFCI, Monetary Policy, and GDP Growth

8.2 Identification through SVAR-IV

To outline the SVAR-IV identification problem, consider the following reduced-form

version of equation 18 for a vector of endogenous variables, y(t)

B(L)yt = ηt (22)

where the reduced-form innovations, ηt, satisfy ηt ∼ (0,Ση) with E[ηsη
′
t] = 0 for

s ̸=t and the polynomial lag operator is B(L) = I −
∑p

k=1BkL
k. The innovations, η,

are related to the structural shocks, ε, as follows

ηt = Hεt (23)

where H is invertible. Here, in contrast to the time-varying variance assumption in

the previous section, the structural shocks are distributed as εt ∼ (0, σε).
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Equations 18 and 22 can be written in terms of their structural moving average

representations as Yt = Θ(L)εt and Yt = C(L)vt, where C(L) = [B(L)]−1 and Θ(L) =

C(L)H. Therefore, H can be written as H = C(L)−1Θ(L)= I +B1L+ ...)(Θ0 +ΘL +

...)= Θo+terms in L,L2, .... The impact effect is H = Θ0, which implies that ηt = Θ0εt

Stock and Watson (2018). The SVAR-IV identification problem is to identify Θ0 by

finding a suitable external instrument, Zt, that satisfies the following conditions

Eε1,tz
′
t = α ̸=0 (24)

Eε2:n,tz
′
t = 0 (25)

Equations 24 and 25 are the instrument relevance and exogeneity conditions, mean-

ing that the instrument must be contemporaneously correlated with the structural

shock, ε1,t, and uncorrelated with the other structural shocks.

The basic idea to estimate Θ0 is as follows, with further theory, including on the

asymptotics and inference, found in Stock and Watson (2018). Suppose conditions 24

and 25 are satisfied, we are able to identify the first structural shock, ε1,t. To recover

the other structural shocks in a VAR with n endogenous variables, the reduced form

system in equation 22 is first fit to estimate the vector of innovations ηt.

All the reduced-form innovations apart from those of the first variable, η2:n,t, are

then regressed on η1,t, using zt as an instrument. The residuals of this sequence of

regressions form a vector κ2:n,t. Finally, η1,t is regressed sequentially on η2:n,t, using

κ2:n,t as the instruments. This allows for the identification of the ε2:n,t. Using the

identified structural shocks, εt, the dynamic causal effects are estimated.8

The impact of the VFCI, monetary policy, and output shocks identified through ex-

ternal instruments in an SVAR-IV model corroborate the results from the heteroskedas-

tic BVAR. A tightening of financial conditions caused by a positive VFCI shock, as

identified by the penalty function approach, triggers an immediate easing of mone-

tary policy and a contraction in output. The dynamic responses of both output and

monetary policy, and output in particular, are somewhat less persistent compared to

the heteroskedastic BVAR, but their negative responses upon impact to tight financial

conditions are highly significant and similar in magnitude.

We also estimate the impact of monetary policy and growth shocks in the SVAR-IV

model.9 A surprise increase in GDP growth leads to an immediate tightening of mone-

tary policy and easing of financial conditions. Financial conditions ease upon impact of

8Of note is that this method is related to, but different, from the approach of using an external instrument
in a recursive VAR, as in Romer and Romer (2004). As discussed in Ramey (2016), the SVAR-IV method
was developed as an alternative way to use external instruments in a VAR framework.

9The GDP growth shocks are estimated in a stationary VAR due to the nature of the news shock in
Cieslak and Pang (2021) (it is to growth, not output)
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the positive growth news shock, but tighten in the following quarters. The immediate

loosening of financial conditions in response to growth shock may be accorded to the

plausibly better identification of these shocks using an external instrument.

8.3 Identification through LP-IV

The Local Projections (LP) approach Jordà (2005) has become a popular method of

estimating IRFs. The LP model estimates the parameters sequentially through simple

linear regressions and is computationally straightforward in practice. LP estimates can

theoretically be more robust if a linear VAR is misspecified, although this is not always

the case (Plagborg-Møller and Wolf (2021)). The LP model can also be estimated using

external instruments Jordà et al. (2015). We use our instruments to estimate a local

projections-IV (LP-IV) model for VFCI, output, inflation, and monetary policy.

SVAR and LP models were considered conceptually different in the past, but have

been shown to estimate the same IRFs as long as a sufficient amount of lags are

accounted for and the entire population is modeled as in Plagborg-Møller and Wolf

(2021). Ramey (2016), in reviewing the literature, estimates similar models with LPs

and SVARs and finds some differences, which—in light of the recent results demon-

strating equivalence— could be due to assumptions, lags, samples, etc. We take note

of these previous results and given the choice of a particular sample and time period

in this study, we estimate the dynamic causal effects by additionally using an LP-IV

approach.

To outline the LP-IV identification problem, consider the moving average version

of equation 18, which, as discussed previously, is Yt = Θ(L)εt. The impulse response

of Yi at horizon h is estimated from a single regression equation as follows

yi,t+h = Θh,i1y1,t + uhi,t+h (26)

where uhi,t+h= εt+h, ..., εt+1, ε2:n,, εt−1εt−2,.... OLS estimation of 26 is not valid since

Y1,t is correlated with uhi,t+h. However, 26 can be estimated if we use a suitable external

instrument that satisfies the instrument relevant and exogeneity conditions, 24 and 25,

along with a third condition

Eεt+j,tz
′
t = 0, j ̸= 0 (27)

which denotes the requirement that the instrument satisfy lead-lag exogeneity. This

means that zt should be uncorrelated with historical as well as future shocks. A separate

LP-IV regression is estimated for each horizon, h. Also, serial correlation in the errors

is modeled since the errors, εt+h, are serially correlated for all h > 0 as εt+h is the

moving average of the forecast errors from t to h. In practice 26 can be estimated with
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control variables. The extension of LP-IV with control variables is straightforward,

and discussed further in Stock and Watson (2018).

The LP-IV model is estimated both in levels and in stationary terms when esti-

mating the causal impacts of the VFCI and monetary policy shocks, but in stationary

terms with the growth shock due to the nature of the instrument. While the identi-

fied monetary policy shock has insignificant effects, the GDP growth shock leads to a

tightening of the Fed Funds rate and a loosening of financial conditions upon impact.

The VFCI shock exhibits some of the same properties as in the volatility-identified

BVAR and SVAR-IV models, that is, it leads to a significant easing of monetary policy

and a significant contraction in output. The dynamic causal effects, as in the SVAR-IV

model, are somewhat less persistent than in the heteroskedastic BVAR.

8.4 Identification through a Recursive VAR

We take one step back and estimate a simple recursive VAR with the ordering defined

as output, prices, monetary policy, and financial conditions. VFCI is ordered last in the

baseline case, but we assess the robustness of this assumption by ordering the Federal

Funds rate last in an alternative specification. Financial conditions and monetary

policy could be endogenous based on the empirical evidence in Cieslak et al. (2019)

and Cieslak and Vissing-Jorgensen (2020), and we mitigate such concerns by changing

the forcing variable.

While the magnitude and significance of the IRFs vary, especially with output,

which we attribute to a less well-defined identification scheme, the conclusion is the

same. Contractionary monetary policy shocks trigger a tightening of financial condi-

tions. Conversely, a tightening of financial conditions leads to an easing of monetary

policy and a contraction of output.

8.5 Identification through Sign Restrictions

Sign restrictions are used on the shape of the IRFs in response to the structural shocks

following the penalty function approach based on Uhlig (2005) discussed in 8.1. To es-

timate the causal impact of monetary policy and VFCI shocks, we restrict the response

of prices and output to be negative in identifying the monetary policy structural shock,

and prices to be negative in identifying the VFCI structural shock.

As can be noted from the sign-restricted IRFs, monetary policy shocks lead to an

immediate tightening of financial conditions. At the same time, VFCI shocks lead to an

easing of monetary policy and decline in output. The IRFs, similar to those obtained

from the LP-IV approach, are less persistent than the volatility-identified BVAR.
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8.6 A Comparison of All Identification Schemes

Figures 7 and 8 provide a comparison across the different identification schemes es-

timated in this paper to model the macro-financial dynamics. Each row reports the

IRFs from a different identification scheme. Note that the IRFs estimated using the

volatility-identified BVAR and the sign-restricted BVAR are the median across 5000

MCMC draws, whereas the other three identification schemes follow a frequentist ap-

proach. External instruments are used in the SVAR-IV and LP-IV schemes as discussed

previously. The instruments are used in standardized terms. In each instance, we esti-

mate the responses of all variables to a one standard deviation increase in the estimated

structural shock and look at the evolution of the variables over 20 quarters.

VFCI and Monetary Policy

As can be seen in Figure 7 which examines the dynamic causal effects of VFCI and

monetary policy on each other, a contractionary monetary policy shock leads to an

immediate tightening of financial conditions (first column). This holds true for the

preferred identification scheme of a heteroskedastic BVAR, but the jump in VFCI in

response to a Fed Funds shock is consistent across all five models. Financial conditions

remain tight for 5-6 quarters in the LP-IV and sign restricted models. This effect

is more persistent for the volatility BVAR, SVAR-IV, and Cholesky schemes, where

financial conditions remain tight for 10-15 quarters following the monetary policy shock.

In response to a VFCI shock, we find that there is an immediate easing of mone-

tary policy regardless of identification scheme (column 2). This effect is statistically

significant, and fairly persistent, in the heteroskedastic BVAR as well as most of the

other identification schemes including those with external instruments. A tightening

of financial conditions causes the Fed to lower the policy rate.

VFCI and GDP

Figure 8 examines the dynamic causal effects of VFCI and GDP on each other. Of

note is that the models are in levels for all schemes apart from those using external

instruments, and that the sign restrictions model is not estimated for the output shock.

The SVAR-IV and LP-IV models are estimated in stationary terms (GDP growth, PCE

inflation, VFCI, and the Fed Funds rate) since our external instrument from Cieslak

and Pang (2021) is for GDP growth. This affects the magnitudes of the responses, but

the initial response of GDP to a VFCI shock remains similar across all schemes.

There is an immediate and statistically significant decline in GDP and GDP growth,

across all models, in response to a surprise tightening of financial conditions. In partic-

ular, the fall in output is highly significant and persistent in the preferred identification
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Figure 7. Comparison of Impulse Responses Across Identification
Schemes: VFCI and Monetary Policy The plot shows impulse responses
to a one standard deviation increase in the Federal Funds and VFCI struc-
tural shocks identified through five different identification schemes over 20
quarters, with 90 percent confidence bands.
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Figure 8. Comparison of Impulse Responses Across Identification
Schemes: VFCI and GDP Impulse responses to a one standard devi-
ation increase in the GDP and VFCI structural shocks identified through
five alternative identification schemes over 20 quarters, with 90 percent con-
fidence bands.

scheme of a heteroskedastic BVAR.

The response of financial conditions to an output shock is less clear-cut. While

VFCI responds ambiguously in the preferred scheme, financial conditions significantly

loosen upon impact in the SVAR-IV and LP-IV models. This could potentially reflect

better identification when using an external instrument for GDP growth.
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8.7 Robustness of Identification through External Instru-

ments and Sign Restrictions

We perform sensitivity analysis by perturbing the baseline set of results for the LP-IV,

SVAR-IV, and sign-restricted BVAR models. The causal impact of VFCI shocks on

monetary policy and output, and of monetary policy shocks on VFCI, is checked for

robustness as follows

• alternative specifications of stationarity by replacing GDP and PCE with station-

ary variables – output gap or GDP growth instead of GDP, and PCE inflation

instead of the PCE index

• alternative specifications of VFCI such as using VFCI in levels rather than logs

• alternative specifications of the external instrument for VFCI by using a rejection

algorithm instead of the penalty function algorithm

• alternative time period i.e. ending just before the 2008-10 global financial crisis

to mitigate the effect of unusually large structural shocks

9 Additional Robustness Checks

In this section, we briefly discuss additional approaches to calculate the VFCI.

First, real PCE can be used instead of real GDP to compute the VFCI. Table 5

already showed that the regression of the GDP-VFCI and the PCE-VFCI gave rise to

very similar coefficients. Here, we show graphically that the two series are virtually

indistinguishable. In calculations not reported here, we also find that the remaining

results of the paper hold for the case of the PCE-VFCI.

Figure 9. The GDP VFCI and PCE VFCI
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Another question is whether we need the computation of the PCAs. Instead of

constructing the VFCI from the PCAs, one could directly run a heteroskedastic regres-

sion GDP growth on the seven financial variables. It turns out that, because of the

high collinearity of some of those variables, not all individual variables are statistically

significant. However, the resulting VFCI is again virtually indistinguishable from our

original PCA-based VFCI.

Figure 10. The PCA VFCI and Individual VFCI

Finally, we can compute the VFCI for other countries. To illustrate, we compute

the VFCI for Europe based on the underlying data of the CISS from the ECB.10 The

Euro Area (EA) VFCI (EA-VFCI) does look materially different from the US-VFCI,

but that is to be expected. We leave it for future research to examine the VAR evidence

for Europe.

Figure 11. US VFCI and EA VFCI

10https://sdw.ecb.europa.eu/browseExplanation.do?node=9689686
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10 Literature

The most closely related literature is by Brunnermeier et al. (2021), who investigate

alternative financial variables in macroeconomic dynamics, and document that the cor-

porate bond risk premia of Gilchrist and Zakraǰsek (2012a) and the 3-month Libor-US

Treasury spread (the so-called TED spread) are significantly related to macroeconomic

activity. Instead of trying alternative financial indicators as Brunnermeier et al. (2021),

we estimate the price of risk in the economy from a broad cross section of financial as-

sets, and show that this theoretically based macro-financial variable is highly significant

for macroeconomic aggregates. Furthermore, we use instrumental variables to estimate

robust causal relationships, in addition to the heteroskedasticity based identification.

Other empirical strategies in this area use: (i) a small number of variables, usually

focusing on single-equation projection methods (e.g., Mian et al. (2017); Jordà et al.

(2015), Jordà et al. (2016), López-Salido et al. (2017), Krishnamurthy and Muir (2017),

or (ii) binary outcomes (such as crisis/no crisis) or analysis limited to crisis periods

(e.g., Schularick and Taylor (2012); Drehmann and Juselius (2014), Stock and Watson

(2012), or (iii) reduced-form multi-equation specifications (e.g., Gilchrist et al. (2009),

Gilchrist and Zakraǰsek (2012b)). Identification of causal effects, when present, is

typically only focused on the effects of monetary policy shocks Gertler and Karadi

(2015) and Caldara and Herbst (2019). In addition to Brunnermeier et al. (2021),

another notable exception is Stock and Watson (2012), who use 18 instruments external

to their vector auto-regression.

Compared to the one-equation specification in which only levels of some relevant

state variable are considered, we introduce explicit time variation in the price of risk

that is driven by financial variables in a different manner than the levels of consumption

or output growth (our state variables). In addition, our results indicate that to estimate

causal relations without endogeneity problems, multiple variables are required. We

use continuous (rather than binary-outcome) variables and look at periods with and

without crisis because we are interested in all business cycle variation and not just crisis

episodes. Moreover, a binary variable is too coarse a measure to price financial assets.

Compared to reduced-form approaches, we provide a direct theoretical justification

to our empirical specification, and can trace back the connection of our empirical

results to the model’s primitives straightforwardly. In terms of identification, we allow

for multiple causal channels and show robustness across four different identification

schemes, including those in Brunnermeier et al. (2021) and in Stock and Watson (2012).

Our contribution is closely related to consumption-based asset pricing and, more

broadly, to the endeavour of understanding the joint behavior of macroeconomic risk

and asset prices. Consumption-based asset pricing – the idea that risk compensa-

tion is driven by the covariance of asset payoffs with consumption growth or more
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broadly marginal rates of substitution – originates with the foundational contributions

of Rubinstein (1976), Lucas Jr (1978), Breeden (1979), Duffie and Zame (1989a). The-

oretical advances have followed in many dimensions, including an understanding of

existence and uniqueness of single and multi-agent equilibria, martingale methods to

solve the consumption-portfolio problem, transaction costs and other frictions, dynam-

ically complete and incomplete markets, among others (see Duffie (1991), Sundaresan

(2000), Mehra (2012) and Breeden et al. (2015) for reviews). While we do relate our

estimate of the market price of risk to common risk premium measures of stocks and

bonds, the main goal of the paper is to study how the market price of risk interacts

with macroeconomic dynamics. Broader research on asset pricing using the VFCI is

left for future research.

The empirical assessment of consumption-based asset pricing remains mixed. Hansen

and Singleton (1982), Hansen and Singleton (1983), Mankiw and Shapiro (1986) find

evidence against consumption pricing. Chen et al. (1986) conclude that “... the rate

of change in consumption does not seem to be significantly related to asset pricing.

The estimated risk premium is insignificant and has the wrong sign.” Subsequent work

argues that consumption data might be noisy or poorly measured (see Campbell and

Cochrane (2000)). Our approach is not focused on measurement error, but rather on

causal identification, employing various identification strategies including instrumental

variables.

One strand of asset pricing considers consumption growth mimicking portfolios by

projecting consumption growth onto the space of traded assets and creating maximally

correlated portfolios. In fact, Breeden et al. (1989) proves that if one would first find

the maximum correlation portfolio with real consumption growth, then the CCAPM

should hold where betas are measured against the returns of that portfolio. In contrast,

we focus on the the market price of risk, which is the projection of conditional con-

sumption (or GDP) volatility onto the span of financial factors. We do not postulate a

contemporaneous projection of consumption growth onto the span of financial assets.

Instead, our framework implies that financial factors are predictors of consumption

growth, see equation (14). In the end, we do find strong correlation of the VFCI with

the conditional mean of consumption growth, but that is an empirical result and not

an assumption in our framework.

However, when Aıt-Sahalia and Lo (2000) and Jackwerth (2000) estimate pricing

kernels projected onto equity return states using equity index option prices, they find

non-monotonic pricing kernels. Rosenberg and Engle (2002) document that it is empir-

ically difficult to pin down which variables belong in the pricing kernel. In contrast to

these approaches, we project the conditional volatility of consumption or GDP growth

onto the span of financial factors to estimate the market price of risk, which is one
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component of the pricing kernel. Campbell and Cochrane (2000) surveys the poor

performance of consumption-based asset pricing.

Jagannathan and Wang (2007) and Malloy et al. (2009) use projections of consump-

tion growth onto the span of financial factors for asset pricing and find support in favor

of the CCAPM. Lettau and Ludvigson (2001) construct the consumption–wealth ratio

variable cay and use it to find support in favor of the conditional CCAPM. Parker

and Julliard (2005) develop a model of “ultimate” consumption risk that captures

the longer-run relationship of consumption with asset returns, again supporting the

consumption-based paradigm. Subsequently, consumption-based models that go be-

yond the basic CCAPM including, among others, the long-run risk model of Bansal

and Yaron (2004), the habits model of Campbell and Cochrane (1999) and the disaster

risk models of Rietz (1988) and Barro (2006), have been able to successfully match

many joint patterns of asset prices taking macroeconomic aggregates, especially con-

sumption, as given. They have been able to successfully resolve several asset pricing

puzzles, including the equity premium puzzle of Mehra and Prescott (1985), even if

they are econometrically rejected in formal tests (Ludvigson (2013)). While all of these

approaches are somewhat related to our setup, we are less focused on the asset pricing

implications, and more focus on the macro-financial dynamics.

One further point of contact with our paper in the long-run risk model of Bansal

and Yaron (2004) is the presence of stochastic volatility of consumption growth. While

we model the time-variation in the volatility of consumption as a function of several

financial factors, the long-run risk model posits an exogenous AR(1) process, which has

been generalized by Bollerslev et al. (2015) to a two-factor volatility structure. More

generally, the literature consistently finds time variation in the volatility of consump-

tion. For example, Ludvigson (2013) documents a sizable degree of stochastic volatility

in aggregate consumption data. Campbell et al. (2018) derive an intertemporal CAPM

with stochastic volatilty. Bansal et al. (2005) shows that the volatility of aggregate

consumption is time varying, predicts, and is predictable by the market price–dividend

ratio. A large literature has estimates and models stochastic volatility of macroeco-

nomic or financial variables going back to the ARCH-GARCH seminal contributions

of Engle (1982) and Bollerslev (1986), as does the closely related stochastic volatility

filtering literature (e.g., Bidder and Smith (2018), van Binsbergen and Koijen (2010)).

All of these approaches are fully consistent with our own approach, though none of

them modeled the VFCI in the way we did. Future work could consider time-varying

conditional betas in combination with the VFCI, as suggested by equation (6).

Our asset pricing framework is at the core of a vast literature that studies macro-

financial interactions. The general consumption-based theoretical setup and the rich

empirical specification with macroeconomic variables, monetary policy and other iden-
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tified shocks, and asset prices, can be used as a way to empirically distinguish among

different transmission and amplification mechanisms. A very partial list of models

with financial frictions includes Bernanke et al. (1996), Kiyotaki and Moore (1997),

Holmström and Tirole (1998), Brunnermeier and Sannikov (2014), He and Krishna-

murthy (2013). More recently, also within the consumption-based paradigm, Adrian

and Duarte (2018), Bianchi et al. (2022a), Bianchi et al. (2022b), Caballero and Sim-

sek (2020), Caballero and Simsek (2022), and Kashyap and Stein (2022) provide a

risk-centric view of macroeconomic fluctuations, emphasizing the interaction between

monetary policy, asset prices, and macroeconomic fluctuations, although focusing on

different frictions and mechanisms. Relative to those contributions, we emphasize the

central role of the market price of risk as measured by the VFCI, as well as causal

identification of macro-financial interactions using a variety of methods.

11 Conclusion

In this paper, we propose a novel financial conditions index, the VFCI, derived from

asset pricing theory. The VFCI is a measure of the price of risk in the economy

when a representative consumer with time seperable utility exists. In contrast to other

FCIs that are mostly atheoretical, the VFCI is the first FCI to be derived from solid

theoretical underpinnings. VFCI is correlated with other leading FCIs, but has notable

differences. In particular, it exhibits superior explanatory power for stock and bond

risk premia compared to other FCIs. The VFCI is constructed using widely available

financial data, is computationally tractable, and has a relatively long time series history.

The VFCI could be computed globally, thus being able to track financial conditions in

real-time across countries.

We use a range of identification schemes to demonstrate the robust dynamic causal

impact of VFCI on monetary policy and output, and vice versa. These identifica-

tion schemes include a volatility-identified BVAR, Local Projections with external in-

struments (LP-IV), a structural VAR with external instruments (SVAR-IV), and sign

restrictions. Regardless of identification scheme, the original conclusions remain the

same: a tightening of financial conditions based on VFCI leads to an immediate easing

of monetary policy and a persistent contraction of output. Conversely, contractionary

monetary policy shocks lead to a tightening of financial conditions. These results are

encouraging as they suggest a step forward in estimating financial conditions based on

economic theory, with broad applicability and uses in policymaking.

Further research could compute the VFCI for additional countries, conduct asset

pricing tests, and embed the VFCI into structural macro-financial models.
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Figure 12. Regime 1 Dynamics: VFCI Shocks and Responses Impulse
responses of VFCI to the four structural shocks, and the responses of the
four variables to the VFCI structural shock, in the volatility-identified BVAR
model with t distributed errors over 20 quarters, with 68 percent (dark green)
and 90 percent (light green) posterior error bands.
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Figure 13. Regime 2 Dynamics: VFCI Shocks and Responses Impulse
responses of VFCI to the four structural shocks, and the responses of the
four variables to the VFCI structural shock, in the volatility-identified BVAR
model with t distributed errors over 20 quarters, with 68 percent (dark green)
and 90 percent (light green) posterior error bands.
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Figure 14. Regime 3 Dynamics: VFCI Shocks and Responses Impulse
responses of VFCI to the four structural shocks, and the responses of the
four variables to the VFCI structural shock, in the volatility-identified BVAR
model with t distributed errors over 20 quarters, with 68 percent (dark green)
and 90 percent (light green) posterior error bands.

43



−0.01

0.00

−0.01

0.00

vfci shock to lgdp

5 10 15 20

−0.005

0.000

vfci shock to fedfunds

5 10 15 20

0.000.00

vfci shock to lpce

5 10 15 20

0.0

0.1

0.2
vfci shock to vfci

5 10 15 20

0.00.0

lgdp shock to vfci

5 10 15 20

0.0

0.1

0.2

0.3
fedfunds shock to vfci

5 10 15 20

−0.1

0.0

0.1

−0.1

0.0

0.1
lpce shock to vfci

5 10 15 20

0.0

0.1
vfci shock to vfci

5 10 15 20

Figure 15. Regime 4 Dynamics: VFCI Shocks and Responses Impulse
responses of VFCI to the four structural shocks, and the responses of the
four variables to the VFCI structural shock, in the volatility-identified BVAR
model with t distributed errors over 20 quarters, with 68 percent (dark green)
and 90 percent (light green) posterior error bands.
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Figure 16. Regime 5 Dynamics: VFCI Shocks and Responses Impulse
responses of VFCI to the four structural shocks, and the responses of the
four variables to the VFCI structural shock, in the volatility-identified BVAR
model with t distributed errors over 20 quarters, with 68 percent (dark green)
and 90 percent (light green) posterior error bands.
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Figure 17. Regime 6 Dynamics: VFCI Shocks and Responses Impulse
responses of VFCI to the four structural shocks, and the responses of the
four variables to the VFCI structural shock, in the volatility-identified BVAR
model with t distributed errors over 20 quarters, with 68 percent (dark green)
and 90 percent (light green) posterior error bands.
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Figure 18. Regime 7 Dynamics: VFCI Shocks and Responses Impulse
responses of VFCI to the four structural shocks, and the responses of the
four variables to the VFCI structural shock, in the volatility-identified BVAR
model with t distributed errors over 20 quarters, with 68 percent (dark green)
and 90 percent (light green) posterior error bands.
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Figure 19. VFCI in Levels - Comparison of Impulse Responses Across
Identification Schemes: VFCI and Monetary Policy The plot shows
impulse responses to a one standard deviation increase in the Federal Funds
and VFCI structural shocks identified through five different identification
schemes over 20 quarters, with 90 percent confidence bands.
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Figure 20. VFCI in Levels - Comparison of Impulse Responses Across
Identification Schemes: VFCI and GDP Impulse responses to a one
standard deviation increase in the GDP and VFCI structural shocks identi-
fied through five alternative identification schemes over 20 quarters, with 90
percent confidence bands.
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Figure 21. Stationary Models - Comparison of Impulse Responses
Across Identification Schemes: VFCI and Monetary Policy The
plot shows impulse responses to a one standard deviation increase in the
Federal Funds and VFCI structural shocks identified through five different
identification schemes over 20 quarters, with 90 percent confidence bands.
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Figure 22. Stationary Models - Comparison of Impulse Responses
Across Identification Schemes: VFCI and GDP Impulse responses to
a one standard deviation increase in the GDP and VFCI structural shocks
identified through five alternative identification schemes over 20 quarters,
with 90 percent confidence bands.
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