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Abstract

A rapidly growing body of research has examined tail risks in macroeconomic outcomes,
commonly using quantile regression methods to estimate tail risks. Although much of this work
discusses asymmetries in conditional predictive distributions, the analysis often focuses on
evidence of downside risk varying more than upside risk. This pattern in risk estimates over time
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conditional means (down) and variances (up). We show that Bayesian vector autoregressions
(BVARs) with stochastic volatility are able to capture tail risks in macroeconomic forecast
distributions and outcomes. Even though the 1-step-ahead conditional predictive distributions from
the conventional stochastic volatility specification are symmetric, forecasts of downside risks to
output growth are more variable than upside risks, and the reverse applies in the case of inflation
and unemployment. Overall, the BVAR models perform comparably to quantile regression for
estimating and forecasting tail risks, complementing BVARs' established performance for
forecasting and structural analysis.
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Abstract

A rapidly growing body of research has examined tail risks in macroeconomic outcomes,

commonly using quantile regression methods to estimate tail risks. Although much of this work

discusses asymmetries in conditional predictive distributions, the analysis often focuses on evi-

dence of downside risk varying more than upside risk. This pattern in risk estimates over time

could obtain with conditional distributions that are symmetric but subject to simultaneous

shifts in conditional means (down) and variances (up). We show that Bayesian vector autore-

gressions (BVARs) with stochastic volatility are able to capture tail risks in macroeconomic

forecast distributions and outcomes. Even though the 1-step-ahead conditional predictive dis-

tributions from the conventional stochastic volatility specification are symmetric, forecasts of

downside risks to output growth are more variable than upside risks, and the reverse applies

in the case of inflation and unemployment. Overall, the BVAR models perform comparably to

quantile regression for estimating and forecasting tail risks, complementing BVARs’ established

performance for forecasting and structural analysis.
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1 Introduction

Building on a longer tradition in finance of assessing tail risks in asset prices and returns,

a rapidly growing body of research has examined tail risks in macroeconomic outcomes.

Most of this work has focused on the risks of significant declines in GDP, and has relied on

quantile regression methods to estimate tail risks, as developed in Adrian, Boyarchenko, and

Giannone (2019), Adrian, et al. (2020), De Nicolo and Lucchetta (2017), and Giglio, Kelly,

and Pruitt (2016)). This work has emphasized the link of tail risks to output stemming

from poor financial conditions. Other work has considered tail risks to other variables, such

as inflation (e.g., Ghysels, Iania, and Striaukas (2018) and Lopez-Salido and Loria (2021)),

unemployment (e.g., Galbraith and van Norden (2019) and Kiley (2022)), or used other

methods, such as copula modeling (e.g., Smith and Vahey (2016) and Loaiza-Maya and

Smith (2019)).1 Earlier work of Manzan (2015) used quantile regression to assess the value

of a large number of macroeconomic indicators in forecasting the complete distribution of

some key variables.

The interest in tail risks reflects an underlying perception or assumption of asymme-

tries in distributions of outcomes.2 Some form of asymmetry has long been incorporated

in particular economic models: As examples, Morley and Piger (2012) assess the abilities

of Markov switching and other nonlinear models to capture business cycle asymmetries in

the output gap, and Alessandri and Mumtaz (2017) use threshold models to assess output

forecasts in periods of financial distress. A body of research has also examined asymmetries

in the unemployment rate (e.g., Galbraith and van Norden (2019) and references therein). In

the context of the recent literature on tail risks to output growth, Delle Monache, De Polis,

and Petrella (2020) develop score-driven parametric models to model time-varying skewness

in predictive distributions, and Caldara, et al. (2021) and Lhuissier (2022) apply Markov

switching models to capture tail risks. Empirically combining forecasts from quantile regres-

sions, Mitchell, Poon, and Zhu (2022) find more evidence of multi-modalities in predictive

distributions than asymmetries. Combining non-parametric and Monte Carlo methods to

1Karagedikli, Vahey, and Wakerly (2019) use copula-based combinations of forecasts to quantify tail risks.
Focusing on forecasts from the Survey of Professional Forecasters, Ganics, Sekhposyan, and Rossi (2021)
develop a density combination approach to obtain fixed-horizon density forecasts from fixed-event forecasts;
their combined densities display some skewness and asymmetries. Other examples of studies of quantile
forecasts in macroeconomics include Gaglianone and Lima (2012), Korobilis (2017), and Manzan and Zerom
(2013, 2015).

2At a practical level, monetary policymakers have commonly treated forecast distributions as being
potentially asymmetric, at least at some points in time. The Bank of England’s well-known fan charts
for inflation are constructed with a two-piece normal distribution to reflect asymmetries as judged by the
Monetary Policy Committee. In the US, the Federal Open Market Committee’s quarterly Summary of
Economic Projections includes participants’ subjective assessments of whether risks to each of GDP growth,
unemployment, and inflation are “broadly balanced,” “weighted to upside,” or “weighted to downside.”

1



assess the joint distribution of economic and financial conditions, Adrian, Boyarchenko, and

Giannone (2021) also find multi-modalities.

Although not always clearly distinguished in the recent literature, asymmetries could be

present in either conditional predictive distributions or unconditional distributions. For

example, the text of ABG sometimes refers to conditional distributions, as in “...recessions

are associated with left-skewed distributions while, during expansions, the conditional dis-

tribution is closer to being symmetric” (p. 1264). Yet some of the features emphasized by

ABG and others such as Adrian, et al. (2020) and Adams, et al. (2021) could be associated

with symmetric conditional distributions and asymmetric unconditional distributions. In

particular, the pattern of downside risk varying more over time than upside risk (or, for

other variables, upside risk varying more than downside risk) highlighted by ABG (e.g., p.

1264) and other studies could occur with conditional predictive distributions that are sym-

metric and subject to simultaneous mean (down) and variance (up) shifts.3 For illustration,

consider a very simple two-period example along the lines of what happens as the economy

slows and then enters a recession. In the first period, the conditional 1-step-ahead predictive

distribution is a normal distribution with a mean of 0 and a standard deviation of 1; in the

second period, the conditional 1-step-ahead predictive distribution remains Gaussian but

shifts left and widens, to have a mean of -2 and a standard deviation of 2. In this example,

the 95 percent quantile of the predictive distribution changes relatively little, with values of

1.65 in period 1 and 1.29 in period 2. The 5 percent quantile drops significantly, from -1.65

in period 1 to -5.29 in period 2. Note that a change to both mean and variance is crucial to

such asymmetries in changes in the quantiles; with just a mean change but not a variance

change, the upper and lower quantiles move in lockstep.

Having drawn this distinction, in this paper we examine the ability of Bayesian vector

autoregressions (BVARs) with stochastic volatility to capture tail risks in macroeconomic

forecast distributions and outcomes.4 BVARs are commonly used for point and density

3ABG consider an alternative approach based on an econometric model in which GDP volatility is a
deterministic function of financial conditions, which also implies symmetric conditional distributions and
asymmetric unconditional distributions. Caldara, Scotti, and Zhong (2021) emphasize the need for simul-
taneous mean and variance shifts — but in a context of obtaining asymmetric conditional distributions by
allowing shocks to levels and volatilities to be correlated — to obtain asymmetric conditional distributions
and more time variation in downside risk than upside risk.

4Carriero, Clark, and Marcellino (2020) examine the ability to nowcast tail risks to growth with a po-
tentially wide array of information, using quantile regression and regressions with stochastic volatility with
Bayesian shrinkage, data reduction (factor-based approaches), and forecast combination to manage large sets
of predictors. In their nowcast setting, Bayesian regressions with stochastic volatility perform better than
quantile regressions. This paper differs from Carriero, Clark, and Marcellino (2020) by focusing on multi-
step forecasts as opposed to current quarter nowcasts, by focusing on the quarterly variables commonly in
BVARs rather than mixed frequency indicators of economic activity and financial conditions that may be
informative about the current quarter, by considering a different set of models that includes a BVAR with
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forecasting, are known to have a successful track record compared to structural models

and survey-based forecasts, and can be easily adapted to include a range of variables and

produce a variety of forecast density measures. BVARs with stochastic volatility commonly

improve on the point and density forecast accuracy of their homoskedastic counterparts (e.g.,

Clark (2011) and Clark and Ravazzolo (2015)). BVARs are also often used for structural

analysis of the effects of various shocks. Hence, it would be very convenient for empirical

macroeconomics if the same models could be also used to study tail risks.

A conventional BVAR with stochastic volatility may be capable of capturing asymmetries

in the time series behavior of measures of upside and downside risks that imply asymmetries

in unconditional distributions but do not necessarily require asymmetries in conditional

predictive distributions. At the 1-step-ahead horizon, BVARs with conventional stochastic

volatility will generally yield conditional predictive distributions that are symmetric.5 At

longer horizons, because of parameter uncertainty, the conditional predictive distributions

may not be symmetric.6 But as noted above, asymmetries in conditional distributions are not

necessary to obtain more time variation in downside risks than upside risks (or vice versa).

Rather, simultaneous shifts in means and variances — that is, negative comovement of

volatility with the business cycle — are necessary. Historical estimates of stochastic volatility

in BVARs of macroeconomic data commonly display such comovement. For example, in full

sample estimates of the five-variable model we describe below, the correlation between the

estimated volatility of GDP growth and the level of GDP growth (using a 4-quarter average

for smoothing) is -0.26.

To get at tail risks with models that allow for asymmetries in conditional distributions,

we also consider a BVAR with stochastic volatility that features a contemporaneous corre-

lation between shocks to the levels and volatilities of variables. We take such a model off

the shelf, so to speak: Drawing on the model used in Carriero, Clark, and Marcellino (2018)

to measure macroeconomic uncertainty and its effects, we rely on a BVAR with a common

factor in volatility that enters the BVAR’s conditional mean. In this formulation, a shock to

the volatility (aggregate uncertainty) factor yields simultaneous changes in the conditional

mean and variance of the variables of the BVAR, and the conditional predictive distribution

can be skewed. This specification has the advantage that it easily scales to allow moder-

stochastic volatility in mean, and by examining tail risks to not only output growth but also unemployment
and inflation.

5Caldara, Scotti, and Zhong (2021) work through (in results in the paper’s appendix) analytics for a
BVAR with stochastic volatility, abstracting from parameter uncertainty.

6Recall, for example, that the mean of the multi-step posterior forecast distribution is not in general
equal to the forecast implied by the posterior mean of the coefficient vector. As a general matter, the multi-
step predictive distribution is a complicated function of past data and estimates of parameters and latent
volatility states; this distribution need not be symmetric.
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ate or even large variable sets. In a bivariate BVAR setting, Caldara, Scotti, and Zhong

(2021) — henceforth, CSZ — take a different avenue to embedding the ingredient necessary

for asymmetries in conditional distributions at the 1-step-ahead horizon: Their model has

only lagged (not contemporaneous) volatility in the BVAR’s conditional mean but allows a

correlation between the BVAR’s innovations and the volatility innovations.

Our paper also contributes to the recent macroeconomic tail risk literature by providing

more formal evaluations of tail risk forecasts and the performance of alternative models than

has much of the recent literature.7 We formally evaluate tail risk forecasts using the quantile

score function and the quantile-weighted continuous ranked probability score developed by

Gneiting and Ranjan (2011). Our focus on forecasting with vector autoregressions and

formal risk forecast evaluation distinguishes our paper from a contemporary analysis by CSZ.

Including both measurement and structural analysis, CSZ focus instead on the mechanisms

by which a bivariate BVAR with stochastic volatility, particularly with an explicit correlation

in shocks to levels and volatilities, can produce time-varying asymmetries in conditional

predictive distributions, with downside risks to economic activity.

Reflecting the combination of common practice in the BVAR-based forecasting literature

and the recent literature on macroeconomic tail risks, the BVAR models in our presented

results include a small set of primary macroeconomic indicators and an indicator of financial

conditions. Following ABG, we measure financial conditions with the Chicago Fed’s national

financial conditions index. In the presented results, in the interest of brevity and consistent

with most of the recent literature on macroeconomic tail risks, we focus on risks to GDP

growth but also provide results for the unemployment rate and inflation.

Our analysis yields the following main results. First, GDP growth, unemployment, and

inflation are subject to asymmetries in tail risks, with downside risks more variable than

upside risks for GDP growth and upside risks more variable than downside for unemploy-

ment and inflation. Second, our estimates indicate that familiar BVARs with time-varying

volatility — which are known to be broadly successful in macroeconomic point and density

forecasting and to be useful for structural analysis — can perform as well as quantile regres-

sion for the purposes of capturing some important aspects of tail risks to output growth,

unemployment, and inflation. In formal forecast scoring, there is little to distinguish our

BVAR performance from quantile regression performance (and vice versa). In the BVARs,

7Although other work in the tail risk literature, such as ABG, considers forecast accuracy, their measures
focus on predictive scores and probability integral transforms, which get at general density accuracy and
calibration, whereas we focus on tail forecast accuracy specifically. The recent work of Brownlees and Souza
(2021) also engages in formal evaluation, in their case of tail risk forecasts for growth for a panel of countries
using quantile regression methods and AR models augmented with GARCH. Brownlees and Souza (2021)
conclude that, for output growth, AR models with GARCH outperform quantile regression.
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the time variation in downside tail risks as compared to upside risks for output growth (and

the reverse for unemployment and inflation) is driven by simultaneous shifts in the means and

variances of conditional predictive distributions without requiring asymmetries in the condi-

tional distributions. As noted above, changes in conditional variances like those captured by

stochastic volatility are crucial to this result. Finally, in the BVAR model set considered, we

obtain these results for both (i) the conventional BVAR with stochastic volatility on which

we focus and (ii) the model featuring a factor structure to volatility in which the volatility

factor is a function of past economic and financial conditions and appears in the BVAR’s

conditional mean.

Based on these results, we do not mean to claim that, in truth, there are no asym-

metries (possibly time-varying) in conditional predictive distributions for macroeconomic

variables. Rather, one aspect of tail risk that has received some emphasis in the literature

— downside risks varying more over time than upside risks — can be captured as well with a

BVAR with conventional stochastic volatility that yields symmetric conditional distributions

as with other models that allow asymmetries in conditional distributions. In addition, in

formal metrics of tail forecasts, the conventional BVAR is comparable in accuracy to the

specifications that allow asymmetries in conditional distributions. We take this as sugges-

tive evidence that conditional asymmetries are not necessarily a strong, regular feature of

predictive distributions for output growth. As noted below in our model presentations, tests

for symmetry applied to the conditional predictive distributions from our BVAR model with

the volatility factor in the conditional mean are generally consistent with symmetry, even

though the same tests detect consistent asymmetries in the predictive distributions for some

of the other variables in the BVAR. Our interpretation is consistent with the cautionary find-

ings of Plagborg-Moller, et al. (2020) that no predictors considered yielded “useful advance

warnings of tail risks or indeed about any features of the GDP growth distribution other

than the mean.” But we recognize that other methods or analyses may reach a different

conclusion, and we leave to further research whether some of these other methods under

development can establish gains over formulations of BVARs with stochastic volatility.

The paper proceeds as follows. Sections 2 and 3 describe the models and data, re-

spectively. Section 4 explains the forecast metrics. Section 5 reports the empirical results.

Section 6 concludes. A supplemental appendix provides some additional results.

2 Models

We present estimates and forecasts from three different models: a Bayesian VAR with

stochastic volatility (BVAR-SV); a Bayesian VAR with a common factor in volatility that
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enters the BVAR’s conditional mean (BVAR-SVF-M), as in Carriero, Clark, and Marcellino

(2018); and quantile regression (QR) as in ABG. Throughout, we focus on quarterly data

and forecast horizons of 1 and 4 quarters.

Our BVAR specifications include five variables, at a quarterly frequency: GDP growth

(annualized, as 400∆ ln GDP), the unemployment rate, inflation in the GDP price index

(annualized, as 400∆ lnP ), the federal funds rate, and the Chicago Fed’s NFCI.8 The first

four variables are very commonly used in small BVARs in the forecasting literature (see, e.g.,

Clark and Ravazzolo (2015)). We use the NFCI to measure financial conditions following

prior research that has found it to be related to recessions or business cycle asymmetries more

generally (e.g., ABG). The supplemental appendix includes the results of a robustness check

in which we replaced the NFCI with the turbulence measure of financial market volatility

considered in Giglio, Kelly, and Pruitt (2016). In these results, our BVAR models forecast

tail risks better than QR, suggesting some sensitivity of QR results to the choice of financial

indicator.

Although we focus on small models, one feature of BVAR-based models is their easy

scalability: We could easily add more financial measures to our BVARs. For example, in

the forecasting and tail risk literature (e.g., CSZ), it is common to use a credit spread to

measure financial conditions. We have verified that adding the credit spread of Gilchrist and

Zakrajsek (2012) to our BVAR specifications (which also include the NFCI) yields long-rise

and shortfall estimates and forecast accuracy very similar to our baseline estimates reported

herein.

As detailed below, our quantile regression specifications for GDP growth, unemployment,

and inflation use subsets of the five variables in the model, with the addition of a long-

run survey-based measure of inflation expectations taken from the Federal Reserve Board’s

FRB/US model (denoted PTR in the model).

8Although we focus on the five-variable model as compared to simple quantile regression, an earlier
version of this paper (Carriero, Clark, and Marcellino (2020b)) obtained qualitatively similar results with
just a bivariate model in GDP growth and the NFCI and with a 15-variable model.
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2.1 BVAR-SV Model

The conventional BVAR with stochastic volatility, referred to as a BVAR-SV specification,

takes the following form, for the n× 1 data vector yt:

yt =

p∑
i=1

Πiyt−i + vt

vt = A−1Λ0.5
t εt, εt ∼ N(0, In), Λt ≡ diag(λ1,t, . . . , λn,t) (1)

ln(λi,t) = γ0,i + γ1,i ln(λi,t−1) + νi,t, i = 1, . . . , n

νt ≡ (ν1,t, ν2,t, . . . , νn,t)
′ ∼ N(0,Φ),

where A is a lower triangular matrix with ones on the diagonal and non-zero coefficients below

the diagonal, and the diagonal matrix Λt contains the time-varying variances of conditionally

Gaussian shocks. This model implies that the reduced-form variance-covariance matrix of

innovations to the BVAR is var(vt) ≡ Σt = A−1ΛtA
−1′. Note that, as in Primiceri’s (2005)

implementation, innovations to log volatility are allowed to be correlated across variables; Φ

is not restricted to be diagonal. For notational simplicity, let Π denote the collection of the

BVAR’s coefficients. In implementation, we include four lags in the BVAR.

Regarding the priors for the BVAR-SV model, we use settings like those common in the

forecasting literature. For the BVAR coefficients contained in Π, we use a Minnesota-type

multivariate normal prior. With the variables of interest transformed for stationarity, we

set the prior mean of all the BVAR coefficients to 0. We make the prior variance-covariance

matrix ΩΠ diagonal. For lag l of variable j in equation i, the prior variance is θ21
l2

for i = j

and θ21θ
2
2

l2
σ2
i

σ2
j

otherwise. In line with common settings, we set overall shrinkage θ1 = 0.2 and

cross-variable shrinkage θ2 = 0.5. Consistent with common settings, the scale parameters σ2
i

take the values of residual variances from AR(p) models fit over the estimation sample.

For each row aj of the matrix A, we follow Cogley and Sargent (2005) in using a fairly

uninformative multivariate normal prior, with means of 0 and variances of 10 for all coef-

ficients. For the Gaussian priors on the coefficients (γi,0, γi,1) (intercept, slope) of the log

volatility process of equation i, i = 1, . . . , n, the prior mean is (0.1× lnσ2
i , 0.9), where σ2

i is

the residual variance of an AR(p) model over the estimation sample; this prior implies that

the mean level of volatility is lnσ2
i . The prior standard deviations (assuming 0 covariance)

are (20.5, 0.2). For the variance matrix Φ of innovations to log volatility, we use an inverse

Wishart prior with mean of 0.03× In and 10 degrees of freedom. For the period 0 values of

lnλt, we set the prior mean and variance at lnσ2
i and 2.0, respectively.

We estimate the model with a conventional Gibbs sampler, detailed in such sources as

Clark and Ravazzolo (2015). Volatility is sampled with a Gibbs step based on Kim, Shephard,
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and Chib (1998). Estimates and forecasts from the BVAR-SV model are based on 25,000

retained draws, obtained by sampling a total of 30,000 draws and discarding the first 5,000.

As detailed below in the quantile regression section, at the 4-quarters-ahead horizon, the

forecasts of interest are average growth rates or 4-quarter changes. In the BVAR case, we

transform the underlying quarterly forecast draws as needed to obtain average growth rates

or 4-quarter changes.

2.2 BVAR-SVF-M Model

Following Carriero, Clark, and Marcellino (2018), the BVAR-SVF-M specification incor-

porates a factor structure of volatility in a BVAR with stochastic volatility, links the (unob-

servable) factor in volatility to the last quarter’s levels of the BVAR’s variables, and allows

the volatility factor to enter the BVAR’s conditional mean. Note that the volatility factor,

being common to all the volatilities, can be interpreted as a measure of uncertainty, along

the lines of studies such as Jurado, Ludvigson, and Ng (2015). Hence, the empirical re-

sults will be also informative on whether or not uncertainty plays a major role in generating

asymmetries in predictive distributions. This model takes the form:

yt =

p∑
i=1

Πiyt−i +

pm∑
i=0

Πm,i lnmt−i + vt

vt = A−1Λ0.5
t εt, εt ∼ N(0, In), Λt ≡ diag(λ1,t, . . . , λn,t)

lnλi,t = βm,i lnmt + lnhi,t, i = 1, . . . , n (2)

lnmt =

pm∑
i=1

δm,i lnmt−i + δ′yyt−1 + um,t, um,t ∼ iid N(0, φm)

lnhi,t = γi,0 + γi,1 lnhi,t−1 + ei,t, ei,t ∼ iid N(0, φi), i = 1, . . . , n.

The log volatility of each variable i follows a linear factor model with a common uncer-

tainty factor lnmt that captures (unobservable) aggregate uncertainty. This factor follows

an AR(pm) process augmented to include the previous period’s macroeconomic and finan-

cial conditions as captured by yt−1. This factor also appears in the BVAR’s conditional

mean, contemporaneously and with lags. The idiosyncratic component lnhi,t — which cap-

tures time variation in each variable’s volatility unique to that variable — follows an AR(1)

process.

We use priors for the BVAR-SVF-M model aligned with those of the BVAR-SV specifica-

tion. Regarding the unique components of the BVAR-SVF-M model, for the coefficients Πm

on uncertainty in the BVAR’s conditional mean, we set the prior means at small values to

imply adverse effects of uncertainty on growth and unemployment and 0 for other variables,
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and in equation i we set the prior variances at 4σ2
i . In the case of the (independent) Gaussian

prior on the loading βm,i,, i = 1, . . . , n, on the uncertainty factor lnmt, we use a prior mean of

1 and a standard deviation of 0.5. The prior is meant to be consistent with average volatility

approximating aggregate uncertainty. For the coefficients of the process of the factor, we use

Gaussian priors consistent with some persistence in volatility. For the coefficients on lags 1

and 2 of lnmt, we use means of 0.9 and 0.0, respectively, with standard deviations of 0.2.

For the coefficient on each variable of yt−1, we use a mean of 0 and standard deviation of

0.4. For the period 0 value of lnmt, we use a normal distribution with mean 0 and in each

draw use the variances implied by the AR representations of the factors and the draws of

the coefficients and error variance matrix. For the idiosyncratic volatility components, the

(also Gaussian) prior means on the intercepts and slope coefficients are ln(0.75× σ2
i ) and 0,

respectively, where σ2
i is the residual variance of an AR(p) model over the estimation sample.

For the variance of innovations to the log idiosyncratic volatilities, we use an inverse Gamma

prior with mean of 0.03 and 10 degrees of freedom.

We close the discussion of the BVAR-SVF-M model with a few other specification or

implementation details. First, the uncertainty shock um,t is independent of the conditional

errors εt as well as the elements of νt = (e1,t, . . . , en,t)
′, which are distributed independently

of one another as i.i.d. N(0,Φν), with Φν = diag(φ1, . . . , φn). Second, for identification, we

follow common practice in the dynamic factor model literature and assume lnmt to have a

zero unconditional mean, fix the factor’s innovation variance φm at 0.03, and use an accept-

reject step to force GDP volatility’s factor loading to be positive. Third, we set the model’s

lag orders at p = 4 and pm = 2. Finally, we estimate the model with a Gibbs sampler. The

algorithm is similar to that used for the BVAR-SV model, except that the volatility state

is estimated with a particle Gibbs step instead of a Gibbs step (see Carriero, Clark, and

Marcellino (2018) for more information on the particle Gibbs step). Estimates and forecasts

from the BVAR-SVF-M model are based on 25,000 retained draws, obtained by sampling a

total of 30,000 draws and discarding the first 5,000.

2.3 Asymmetries and BVARs with Stochastic Volatility

In what respects can the BVARs just described yield asymmetries in tail risk estimates and

forecasts?9 First consider the possibility of asymmetries in conditional predictive distribu-

9Although we have maintained the paper’s focus on the efficacy of tail forecasts, we have used marginal
likelihood estimates to compare the historical fit of the BVAR-SV and BVAR-SVF-M models (using the
computational approach detailed in the supplemental appendix to Carriero, et al. (2022), we obtained the
estimates as sums of 1-step-ahead predictive likelihoods, for a sample from 1980:Q1 through 2019:Q4). These
fit measures indicate that the BVAR-SV model fits the data better for the full sample. The advantage of
this model over the BVAR-SVF-M specification largely accrued in the period since the onset of the Great
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tions. In the case of the BVAR-SV model, for the reasons analyzed in CSZ, its conditional

1-step-ahead predictive distributions will be symmetric. At longer horizons, symmetry may

not apply because, as noted above, the predictive distribution is a complicated function of

past data and estimates of parameters and latent volatility states. That said, applying at

each forecast origin the conditional symmetry test of Bai and Ng (2001) — a test that is

based on the empirical distribution — to the forecast draws from the predictive densities

of our estimated BVAR-SV model yields results broadly consistent with symmetry. In the

out-of-sample forecasts of GDP growth detailed below, with a 5 percent critical value the

Bai-Ng test rejects conditional symmetry in only 8 percent of forecast origins at the 1-step-

ahead horizon and 9 percent at the 4-steps-ahead horizon. Although the tests are unlikely

to be independent across the forecast origins, these rejection rates are close to the test’s

nominal significance level. Accordingly, we take these results as consistent with symmetry

of the conditional predictive distributions from the BVAR-SV specification, with the caveat

that this pattern reflects both the data and the model, and the model embeds conditional

symmetry at the 1-step-ahead horizon.

Unlike the BVAR-SV model, the BVAR-SVF-M specification is capable of producing or

capture asymmetries in the conditional predictive distribution, including at the 1-step ahead

horizon. With a common factor in volatility that enters the BVAR’s conditional mean, the

BVAR-SVF-M model effectively embeds a contemporaneous correlation between shocks to

the levels and volatilities of variables. In particular, a shock to the uncertainty factor mt

yields simultaneous changes in the conditional mean and variance of yt. Below we describe

some Monte Carlo experiments that verify the ability of this model to capture asymmetries

in predictive distributions. In our empirical results, applying at each forecast origin the

conditional symmetry test of Bai and Ng (2001) to the forecast draws from the predictive

densities of our estimated BVAR-SVF-M model yields evidence of such asymmetries for some

variables, although less so for GDP growth. In the out-of-sample forecasts of GDP growth

detailed below, with a 5 percent critical value the Bai-Ng test rejects conditional symmetry

in only 7 percent of forecast origins at the 1-step-ahead horizon but 19 percent at the 4-

steps-ahead horizon; corresponding figures for the unemployment (inflation) rate are 10 (37)

percent and 28 (53) percent, respectively. At both horizons, the rejection rates for the federal

funds rate are 62 percent, and rates for the NFCI are 90 percent or more. We read these

results as indicating that, although the model does not pick up notable asymmetries in GDP

growth’s conditional predictive distributions, it is capable of picking them up, as evidenced

by the results for other variables in the BVAR.

Notwithstanding these findings, the results presented below will capture a form of asym-

Recession; the models fit the data about equally well up to about 2007.
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metry that has received attention in the tail risk literature but does not actually require

asymmetries in conditional predictive distributions: We will obtain more time variation in

downside risks than upside (for output growth) or the reverse (for unemployment and infla-

tion) because both BVAR models — including the BVAR-SV model — are able to capture

simultaneous shifts in the means and variances of the conditional distributions. In the esti-

mates for GDP growth, the simultaneous downward shift of the conditional mean and upward

shift of the conditional variance occur over short periods as the model captures patterns of

correlated shocks to levels and volatilities.

In the supplemental appendix, we provide the results of Monte Carlo experiments that

corroborate this finding. In particular, with data generated by an empirically-parameterized

BVAR-SVF-M specification, 1-step-ahead predictive distributions display more time varia-

tion in downside risks than upside risks, with comparable estimates from BVAR-SV and

BVAR-SVF-M models. This pattern stems from simultaneous shifts in conditional means

(down) and conditional variances (up). In the BVAR-SVF-M case, these simultaneous shifts

can occur with shocks to the common volatility factor that enter both the conditional mean

and variance. In the BVAR-SV estimates, although the BVAR-SV specification assumes that

“levels” innovations to the data yt are independent of innovations to log volatility, in the

data and estimates for the Monte Carlo data, it appears that over short periods the model

captures patterns of correlated shocks to levels and volatilities that push conditional means

and variances in opposite directions and lead to more variability in the lower tail quantile

than the upper tail quantile.

In these experiments, for each data set, we also compute (5 percent) quantile scores and

qwCRPS-left scores for forecasts from the BVAR models and quantile regression (the next

subsection details the basic quantile regression). These results show patterns like those seen

in our empirical results below, in which quantile regression and the BVAR-SV and BVAR-

SVF-M models are broadly comparable in tail risk forecast accuracy: In Monte Carlo data

from an empirically-parameterized BVAR-SVF-M specification, forecasts from the BVAR-

SV and BVAR-SVF-M models are about equally accurate and as accurate or slightly more

accurate than quantile regression.

To verify that the BVAR-SVF-M model would capture asymmetries truly present in the

data, in another set of Monte Carlo experiments we generated data from a BVAR-SV model

with a strong negative correlation between the BVAR’s shock to the level of the output

variable and the shock to volatility, which creates a significant asymmetry or skewness in

the conditional predictive distribution (for reasons detailed in Caldara, Scotti, and Zhong

(2021)). In this case, shortfall and long-rise estimates obtained from the Monte Carlo data

display time series asymmetries sharper than those seen in the first DGP. In this case, with
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the DGP featuring strong asymmetries, while both of the estimated BVAR models yield

estimates of shortfall more volatile than estimates of long-rise, the BVAR-SVF-M model does

so by a larger magnitude than does the BVAR-SV specification. Using the Monte Carlo-

generated data to compare tail risk forecast accuracy for the quantile regression, BVAR-SV,

and BVAR-SVF-M models, the BVAR-SVF-M specification is more accurate than quantile

regression or the BVAR-SV model. While the BVAR-SV model continues to be at least

as successful as QR, neither match the accuracy of the BVAR-SVF-M model. Overall, the

results of the second set of Monte Carlo experiments indicate that, for a DGP featuring strong

asymmetry, it continues to be the case that the BVAR models we consider — including the

BVAR-SV specification — can capture tail risk at least as well as quantile regression. In

fact, in this case, the BVAR-SVF-M model is most accurate, offering relatively sizable gains

over QR.

2.4 Quantile Regressions

To assess the efficacy of the BVAR-SV and BVAR-SVF-M specifications, we include com-

parisons to results obtained with the quantile regression (QR) approach of ABG. More

specifically, in our quantile regression analysis, for a given quantile τ we estimate a regression

model using a direct multi-step form as in ABG:

y
(h)
t+h = x′tβτ + ετ ,t+h, (3)

where h is the forecast horizon and the coefficient vector and innovation term are specific to

quantile τ . The predictand y
(h)
t+h is horizon-specific, and the vector of predictors xt includes

a constant, one lag of the variable being predicted, and the NFCIt; the inflation application

includes some additional predictors detailed below.

In all cases, the parameter vector βτ is obtained with standard quantile regression:

β̂τ = argmin
βτ

T−h∑
t=1

(
τ · 1

(y
(h)
t+h≥x

′
tβτ )
|y(h)
t+h − x

′
tβτ |+ (1− τ) · 1

(y
(h)
t+h<x

′
tβτ )
|y(h)
t+h − x

′
tβτ |

)
. (4)

We estimate the model for a range of quantiles, from τ = 0.05 to τ = 0.95. Following

ABG, to obtain the expected shortfall and long-rise measures considered (detailed below),

at each point in time we use the estimates of the four quantiles of τ = 0.05, 0.25, 0.75,

and 0.95 in a second step that consists of fitting the skewed t distribution developed by

Azzalini and Capitanio (2003). This second step serves to smooth the estimated quantile

function and provide a complete probability density function needed for some of the forecast
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Table 1: Quantile regression model specifications

Application Dependent variable Predictors

Output growth

h = 1 400 ln (GDPt+1/GDPt) 400 ln (GDPt/GDPt−1), NFCIt
h = 4 100 ln (GDPt+4/GDPt) 400 ln (GDPt/GDPt−1), NFCIt
Unemployment

h = 4 URt+4 −URt URt, NFCIt
Inflation

h = 4 100 ln (PGDPt+4/PGDPt) 100 ln (PGDPt/PGDPt−4), URt, PTRt, NFCIt

Note: UR refers to the unemployment rate, PGDP refers to inflation in the GDP price index, and PTR

refers to a survey-based measure of long-run inflation expectations.

comparisons.10

Table 1 lists the specifications of the predictand and predictors we use in our quantile

regression applications to growth, unemployment, and inflation. Our choices are informed

by recent precedents in the literature. Following ABG, for GDP growth we consider forecast

horizons of both one and four quarters, yt is annualized quarterly GDP growth computed

as 400 times the log change, and y
(h)
t+h ≡ h−1

∑h
i=1 yt+i. For unemployment, we follow Kiley

(2022) by modeling and forecasting the multi-step change in the unemployment rate, in our

case the 4-quarter change in unemployment, using the lagged level of unemployment and the

NFCI as predictors. For inflation, we follow Lopez-Salido and Loria (2021) in modeling and

forecasting the 4-quarter rate of inflation, using lagged inflation, the unemployment rate,

inflation expectations as measured with PTR, and the NFCI as predictors.

3 Data

In the real-time forecast analysis, output is measured as GDP or GNP, depending on data

vintage. Inflation is measured with the GDP or GNP deflator or price index. For simplicity,

hereafter “GDP” and “GDP price index” refer to the output or price series, even though

the measures are based on GNP and a fixed weight deflator for some of the sample. Real-

time data on GDP, the unemployment rate, and the GDP price index are taken from the

Federal Reserve Bank of Philadelphia’s Real-Time Data Set for Macroeconomists (RTDSM).

10Other studies in the forecasting literature with quantile models, such as Gaglianone and Lima (2012)
and Korobilis (2017), have also used two-step approaches that involve fitting a density to the quantile
estimates. In this step, for comparability we follow exactly the procedure of ABG, using the Matlab programs
accompanying their paper.
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In full-sample estimates described below, GDP, the GDP deflator, and unemployment rate

are measured with the 2022:Q1 series from the RTDSM, the last in our sample of vintages.

In the case of interest rates, for which real-time revisions are non-existent, we abstract

from real-time aspects of the data and use current vintage data obtained from the FRED

database of the Federal Reserve Bank of St. Louis. In the case of the NFCI, its construction

from a factor model means it will be subject to revision over time, but to maximize the

historical sample for our forecast evaluation (to have it start no later than 1985) we ab-

stract from the real-time aspect of the NFCI and use a current vintage series obtained from

FRED. After constructing real-time vintages of the NFCI starting in 1988, Amburgey and

McCracken (2022) find that using their real-time NFCI yields results comparable to those

obtained with a final-vintage measure abstracting from data revisions (although using the

real-time NFCI showed some advantages around recessions). We obtained PTR, the measure

of long-run inflation expectations, from the public data files for the Federal Reserve Board’s

FRB/US model.

Our analysis of real-time forecasts uses real-time data vintages from 1985:Q1 through

2022:Q1. As described in Croushore and Stark (2001), the vintages of the RTDSM are dated

to reflect the information available around the middle of each quarter. For each forecast

origin t starting with 1985:Q1, we use the real-time data vintage t containing data through

t− 1 to estimate the forecast models and construct forecasts for periods t and beyond. Note

that this timing means that, in our main results, the last data vintage of 2022:Q1 contains

data ending in 2021:Q4. The out-of-sample forecast evaluation uses a sample of forecasts

produced starting in 1985:Q1 and ending in 2021:Q4; however, in many results, we end the

sample in 2019 to avoid distortions from the extreme volatility induced by the COVID-19

pandemic.

To evaluate the accuracy of the real-time forecasts, following studies such as Clark (2011)

and Faust and Wright (2009) that have used early estimates, we use the first available (in the

quarterly vintages of the RTDSM) estimates of the real-time measured variables as actuals

in evaluating forecast accuracy.

Finally, in our main results all models are estimated with data samples that start in

1971:Q1, reflecting the starting point of the NFCI. With four lags in the BVARs, the starting

point of the estimation sample is then 1972:Q1. For QR, reflecting the lag structures and

forecast horizons, the starting point of the estimation sample is 1971:Q2 for the 1-quarter-

ahead GDP growth application and 1972:Q1 for all the 4-quarters-ahead applications.
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4 Forecast Metrics

In assessing the efficacy of the models described in the previous section, we consider a range of

forecast metrics. In the paper, we primarily provide results using lower and upper quantiles

of 5 and 95 percent, respectively (some presented results will pertain to other quantiles).

Using lower and upper quantiles of 10 and 90 percent yields very similar results, provided

in the supplemental appendix. For GDP growth, following conventions in recent literature

we will mostly focus on the left tail but provide upper tail results for completeness. For

unemployment, some may view upper tail risk as more interesting than lower tail (e.g.,

Kiley (2022) focuses on the upper tail), but again, we address both for completeness. For

inflation, both upside and downside risks can be seen as important.

In comparing the models, we first consider estimates of expected shortfall (ES) and long-

rise measures as in ABG. The shortfall is the conditional expectation (mean or average) of

GDP growth rates in the 5 percent tail of the predictive distribution, and the long-rise is

the conditional expectation of GDP growth rates in the 95 percent tail of the predictive

distribution (see sources such as ABG for explicit formulae). The 5 percent quantile cor-

responds to the Value at Risk (VaR) — e.g., the GDP growth rate that would occur with

5 percent probability; the expected shortfall provides a measure of the average growth rate

that would be observed if growth were in that tail of the distribution. With the BVAR-SV

and BVAR-SVF-M models, we estimate the expected shortfall and long-rise as the means of

forecast draws in, respectively, the 5 percent and 95 percent tails of the predictive distribu-

tions. For the quantile regression, we estimate the shortfall and long-rise as in ABG, using

the second-step’s fit of a skewed t-distribution to selected quantiles to obtain the complete

density function and, in turn, the shortfall and long-rise.11

To more formally assess the efficacy of the models in quantifying tail risks, we consider

two measures of the accuracy of the lower and upper tail quantile estimates. For the BVAR-

SV and BVAR-SVF-M models, the quantile is simply estimated as the associated percentile

of the simulated predictive distribution. For the quantile regression, we use the prediction

obtained from the quantile regression at the quantile τ , where in the main results, τ = 0.05

and 0.95. Applied to these quantile estimates, the first accuracy measure is the quantile

score, commonly associated with the tick loss function (see, e.g., Giacomini and Komunjer

(2005)). The quantile score is computed as

QSτ ,t+h = (yt+h −Qτ ,t+h)(τ − 1(yt+h<=Qτ,t+h)), (5)

11Mitchell, Poon, and Mazzi (2022) and Mitchell, Poon, and Zhu (2022) examine a range of approaches
to obtaining complete density estimates from quantile regression.
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where: yt+h is the actual outcome for GDP growth, the change in unemployment, or inflation;

Qτ ,t+h is the forecast quantile at quantile τ ; and the indicator function 1(yt+h<=Qτ,t+h) has a

value of 1 if the outcome is at or below the forecast quantile and 0 otherwise. Although much

of the recent literature has not included formal statistical evaluations of quantile accuracy,

Manzan (2015) relied on the quantile score. Note also that, in quantile score comparisons,

the results from quantile regression are based on the direct quantile estimate; the smoothing

step of ABG does not factor into these comparisons.

We also formally evaluate the QR, BVAR-SV, and BVAR-SVF-M forecasts with the

quantile-weighted continuous ranked probability score (qwCRPS). Gneiting and Ranjan

(2011) develop the qwCRPS as a proper scoring function of the entire predictive density

with quantile weighting that allows the researcher to emphasize selected portions of the

density. The qwCRPS is computed as a weighted sum of quantile scores over 19 quantiles:

qwCRPSt+h =
2

J − 1

J−1∑
j=1

v(τ j)QSτ j ,t+h (6)

with J = 20 and τ j = j/J = 0.05, 0.10, 0.15, . . . , 0.90, 0.95. We consider a left-tail-weighted

version (qwCRPS-left) with the weighting function set to v(τ j) = (1− τ j)2 and a right-tail-

weighted version (qwCRPS-right) with the weighting function set to v(τ j) = τ 2
j .

The remaining sections of the paper present results using these forecast metrics. Although

our focus is on conventional out-of-sample forecasts, we also provide some results on in-

sample forecasts. We do so in part because, due to the NFCI data being available back to

only 1971, the overall sample is too short to allow out-of-sample evaluation over the recessions

of the 1970s and early 1980s. In addition, with many of the results reported in studies such

as ABG and Kiley (2022) being in-sample rather than out-of-sample, providing in-sample

results in our paper facilitates comparison of our BVAR-based models to quantile regression-

based results as seen in some previous work. We compute in-sample forecast results just as

we do for the out-of-sample case, with the differences that the parameter estimates used are

obtained for the full sample rather than a recursive window, and we use final-vintage data

for the in-sample results.12

The supplemental appendix provides results (qualitatively similar to the results herein)

12Regarding the treatment of the latent volatility states in the in-sample forecasts, we construct the
forecasts so as to reflect some of the uncertainty around the path of volatility over each forecast horizon.
Specifically, at each forecast origin t in the sample, for each MCMC draw we simulate a path of log volatility
from t through t+H−1 periods ahead, starting from the smoothed estimate of log volatility in period t−1.
We then compute the implied Σt+h and draw shocks to y for period t+h with variance Σt+h. We feed in the
shocks and iterate the BVAR forward starting from the data yt−1 to obtain draws of forecasts for periods t
through t + H − 1.
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for some additional forecast metrics. These include root mean square errors of point forecasts

and simple coverage measures for interval forecasts (i.e., the percentages of outcomes falling

below the 5 and 95 percent quantiles of the forecast distribution). These additional results

also include the joint value at risk-expected shortfall score (targeting the left tail) employed

in Carriero, Clark, and Marcellino (2020), which fits in the general class of scoring functions

developed in Fissler and Ziegel (2016). Finally, the appendix provides results for dynamic

quantile (DQ) tests as developed in Engle and Manganelli (2004) to assess whether quantile

forecasts meet basic requirements of unbiasedness and, at the 1-step-ahead horizon, inde-

pendence of hits and independence of the quantile estimates — a test that can be thought

of as being analogous to the familiar rationality test applied to point forecasts.

5 Empirical Results

This section begins with estimates — for GDP growth — of expected shortfall and long-

rise in both in-sample and out-of-sample forecasts to compare the abilities of the models

under consideration to capture downside risks. The section next provides an analysis of

out-of-sample forecast accuracy for GDP growth. The final subsection examines results

for forecasting the unemployment rate and inflation. The supplemental appendix includes

results on tests of skewness and kurtosis in the raw data, BVAR-SV residuals, and BVAR-

SV out-of-sample forecast errors, as well as results on in-sample forecast accuracy and other

results mentioned above.

In presenting results, we distinguish the 2020-2021 period of the COVID-19 pandemic

from the rest of the sample. The extreme volatility of the first few quarters of the pandemic

produced volatility in some parameter estimates and tail risk forecasts (the latter reflecting

both unusual jumping off points as well as some shifts in parameters). For example, in

the out-of-sample estimates for the 1-quarter-ahead QR model of GDP growth, at the τ =

0.95 quantile the coefficient on lagged growth swung from 0.45 in the estimate using data

through 2020:Q1 to -0.44 in the estimate using data through 2020:Q3.13 Accordingly, in

reporting estimates of in-sample forecasts of shortfall and long-rise, we end the sample in

2019. In reporting out-of-sample results, for chart readability we separately provide results

for samples ending in 2019 and samples ending in 2021. For the longer sample, our charts

report 5 and 95 percent quantiles rather than long-rise and expected shortfall. The second-

step smoothing used by ABG to obtain long-rise and expected shortfall is made difficult

13Although the BVAR’s parameter estimates are less dramatically impacted by the COVID-19 extremes,
they are not entirely unaffected. Carriero, et al. (2022) develop a model extension to accommodate an outlier
volatility state. In unreported estimates, in this tail risk analysis, extending our models to include the outlier
treatment yields qualitatively similar BVAR results to those reported for 2020-2021.
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by the quantile crossings that occur in 2020 with simple QR estimates for GDP growth and

unemployment; although there are various steps one might take to prevent or fix the crossing,

we take the simpler approach of just directly reporting the tail quantile forecasts.

Note also that, throughout, we date forecasts by the forecast origin rather than the

outcome date. So in our charts, for a forecast horizon of h quarters, a forecast date of t

refers to a forecast outcome date of t+ h− 1.

5.1 Predictive Distributions

To compare the abilities of the quantile regression, BVAR-SV model, and BVAR-SVF-M

model to capture downside risks to GDP growth, Figures 1 and 2 report time series of

expected shortfall (at 5 percent) and long-rise (at 95 percent) estimates at the 1-step-ahead

and 4-steps-ahead forecast horizons. The in-sample forecast estimates of Figure 1 display

some of the asymmetries highlighted by ABG. For example, with GDP growth estimates

from quantile regression and the BVAR-SV model (top panel), the shortfall drops sharply

around the Great Recession of 2007-2009, whereas the long-rise changes relatively little.

The same occurs in some episodes around recessions in the 1970s and early 1980s. For GDP

growth, these asymmetries hold up at the 4-steps-ahead horizon. As noted above, the BVAR-

SV estimates are showing more variation in downside risk as compared to upside risk even

though the underlying conditional predictive distributions are symmetric. Simultaneous

shifts in conditional means and variances suffice to produce this relative time variation

without asymmetry in conditional distributions being necessary. In our estimates, the simple

correlation between the estimated volatility of GDP growth and the level of GDP growth

(using a 4-quarter average for smoothing) is -0.26. This comovement obtains even though it

is not directly built into the model.

On the other hand, as indicated in the results in the upper panel of Figure 1, the 4-

steps-ahead estimates from the quantile regression specification are overall a fair amount

more variable than the BVAR-SV model’s estimates, with much more symmetry than in

the 1-step-ahead case. The lower panel of Figure 1 directly compares in-sample shortfall

and long-rise estimates from the BVAR-SV and BVAR-SVF-M specifications. Qualitatively,

these models yield similar estimates, although in the 1970s and early 1980s the BVAR-SVF-

M specifications yield larger moves in long-rise and shortfall estimates at the 4-steps-ahead

horizon. In all cases, the expected shortfall is more variable than the long-rise, in keeping with

one of the asymmetries patterns noted in ABG and CSZ. For example, at the 4-steps-ahead

horizon, the standard deviation of shortfall divided by the standard deviation of long-rise

is 1.7 for the quantile regression estimates and 1.6 for the BVAR-SV estimates (details are
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Figure 1: In-sample forecasts of GDP growth for 1972-2019

Long-rise and expected shortfall: QR vs. BVAR-SV
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Long-rise and expected shortfall: BVAR-SV vs. BVAR-SVF-M
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provided in the supplemental appendix’s Table A4). In addition, results provided in the

appendix (Figure A4) show that a finding of CSZ obtains in our BVAR-SV estimates: For

the NFCI (financial conditions), the asymmetry is in an upside direction, with long-rise more

variable than shortfall.

Moving from in-sample to out-of-sample forecasts as reported in Figure 2 weakens some-

what the picture of asymmetries between the expected shortfall and long-rise. The out-

of-sample estimates show some of the same asymmetries as do the corresponding in-sample

results, but not as many. For GDP growth, the BVAR-SV model captures some asymmetries

around the Great Recession. At the 1-step-ahead horizon, the QR-based estimates actually

display some upside asymmetry in long-rise in the early or mid-1990s; this is not as evident

in the BVAR-SV estimates. In addition, over the out-of-sample period, the differences in

volatilities of shortfall versus long-rise are more modest than in the in-sample period. For
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example, at the 1-step-ahead (4-steps-ahead) horizon, the standard deviation of shortfall di-

vided by the standard deviation of long-rise is 0.8 (1.4) for the quantile regression estimates

and 0.9 (0.8) for the BVAR-SV estimates. In the out-of-sample case, as in the in-sample

case, from the perspective of capturing downside asymmetries there appears to be no broad

advantage to the BVAR-SVF-M model over the BVAR-SV specification, although, as noted

earlier, in the in-sample case, shortfall estimates fall more in the recessions of the 1970s and

early 1980s with BVAR-SVF-M than with BVAR-SV.

In supplemental results included in the appendix, we have also directly compared the

in-sample estimates from each model to its corresponding out-of-sample estimates. With

the BVAR-SV and BVAR-SVF-M estimates, we obtain the pattern that might be expected:

The out-of-sample estimates of shortfall and long-rise tend to show more variability than

the in-sample estimates, with the out-of-sample measures looking like noisy estimates of the

in-sample measures. In contrast, with the quantile regression approach, the out-of-sample

estimates of shortfall and long-rise are generally less variable than the in-sample forecast

estimates, although there is something of a notable exception with long-rise in the early

1990s, when the in-sample estimate spiked higher for a time.

Differences in in-sample and out-of-sample forecast estimates could be driven partly by

instabilities in the parameters of the BVAR. In the in-sample case, the parameter estimates

will average across any breaks, and the forecasts will reflect these averages. In the out-

of-sample case, instabilities in underlying parameters can get partially accommodated as

parameter estimates are recursively updated as the sample expands with forecasting moving

forward in time. We have checked the time profiles of recursive parameter estimates from

the BVAR-SV and BVAR-SVF-M models and found that these do not display clear breaks.

A few coefficients gradually drift by small or modest amounts, although these changes are

not generally large relative to the imprecision around each estimate. One might also worry

that the asymmetries in tail risks over time are driven by changes in parameter estimates

around recessions. But the recursive parameter estimates don’t show shifts around recessions,

either. This is consistent with the asymmetries we find in shortfall relative to long-rise as

genuine. Although at a conceptual level one might prefer the BVAR-SVF-M model over the

BVAR-SV because it directly allows for asymmetries in conditional predictive distributions,

in practice a BVAR-SV model appears to be able to capture similar behavior in asymmetries

over time in shortfall as compared to long-rise. As noted above, we have conducted Monte

Carlo experiments that corroborate this finding.

The last row of Figure 2 extends the sample, reporting out-of-sample forecasts of 5 and

95 percent tail quantiles (for brevity, from just the QR and BVAR-SV specifications) to go

through 2021:Q4, covering the period of the COVID-19 pandemic. In this unprecedented
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Figure 2: Out-of-sample forecasts of GDP growth

Long-rise and expected shortfall: QR vs. BVAR-SV, 1985-2019
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episode, financial conditions deteriorated relatively modestly in early 2020 and then recovered

quickly. With lagged GDP growth included among each model’s predictors, the extreme
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movements of GDP growth in 2020 drove unprecedented movements in expected shortfall

and long-rise.14 Although not obvious from the chart due to the large axis range, the period

displayed the type of asymmetry noted above, with the lower tail quantile falling more

than the upper tail quantile changed. For example, in the 1-step-ahead QR forecasts, the

5 percent quantile dropped from -0.57 percent in 2020:Q1 to -3.99 percent in 2020:Q2 and

-26.25 percent in 2020:Q3, and then jumped up to 13.48 percent in 2020:Q4. QR forecasts

of the 95 percent quantile fell from 6.40 percent in 2020:Q1 to 3.33 percent in 2020:Q2,

dropped to -12.19 percent in 2020:Q3, and moved up to -2.09 percent in 2020:Q4 (so the

5 and 95 percent quantiles from QR crossed sharply in this quarter). In the 1-step-ahead

BVAR-SV forecasts, the 5 percent quantile forecast declined from -1.28 percent in 2020:Q1 to

-3.89 percent in 2020:Q2 and -23.45 percent in 2020:Q3, and then remained steeply negative

(-20.00 percent) in 2020:Q4. BVAR-SV forecasts of the 95 percent quantile were roughly 6

percent in both 2020:Q1 and 2020:Q2 and rose to 19.27 percent in 2020:Q3 and 23.41 percent

in 2020:Q4.

5.2 Forecast Accuracy: GDP growth

This subsection provides a formal analysis of out-of-sample forecast performance for tail risks

to GDP growth, for samples of 1985-2019 and 1985-2021 (see the appendix for in-sample

forecast results in the former sample).

Table 3 reports quantile scores and qwCRPS (one version with more weight in the left tail

and the other with more weight in the right tail) results for out-of-sample forecasts. Broadly,

the BVAR-SV tail-risk forecasts are as accurate or more accurate than the QR forecasts. For

the sample ending in 2019, the BVAR-SV’s quantile scores for the left tail (τ = 0.05) are

essentially the same as the QR’s scores for h = 4 and moderately worse for h = 1, but

not statistically different in either case. Using the qwCRPS-left metric that considers the

entire density with more weight on the left tail than the right, the BVAR-SV’s scores are

slightly better than the QR’s at both horizons, although not significantly different. For

the sample ending in 2021 and thereby covering the period of the pandemic, the BVAR-SV

model has a consistent modest advantage over QR in forecasting left-tail risk, but not by a

statistically significant margin. Although right-tail risks to output growth have generally not

been a focus of the recent literature, the results show that the BVAR-SV model has a more

consistent and larger advantage over QR than in the case of left-tail risks, with gains that

are statistically significant in a few sample-horizon combinations, and quantitatively large in

the pandemic as measured by the 95 percent quantile score. The overall performance of the

14Using final vintage estimates for simplicity of illustration, GDP growth registered -5.2, -37.4, and 29.1
percent in 2020:Q1, 2020:Q2, and 2020:Q3, respectively.
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Table 2: Accuracy of out-of-sample forecasts of GDP growth

1985-2021 1985-2019

h = 1Q h = 4Q h = 1Q h = 4Q

Quantile score: 5 percent quantile
QR 0.503 0.313 0.168 0.169
BVAR-SV 0.941 0.927 1.135 1.016
BVAR-SVF-M 0.918 0.964 1.006 1.111

Quantile score: 95 percent quantile
QR 0.575 0.276 0.267 0.179

BVAR-SV 0.567 0.603 0.913** 0.877**

BVAR-SVF-M 0.638 0.660 0.847*** 0.833***

qwCRPS-left
QR 0.518 0.371 0.320 0.282
BVAR-SV 0.978 0.950 0.991 0.978
BVAR-SVF-M 0.989 0.965 1.000 1.013

qwCRPS-right
QR 0.573 0.374 0.387 0.296

BVAR-SV 0.840 0.820 0.923* 0.903

BVAR-SVF-M 0.871 0.840* 0.933* 0.910

Notes: To facilitate accuracy comparisons the results for the BVAR models are reported as ratios relative to scores
for quantile regression (an entry less than 1 means the BVAR is more accurate than QR). Statistical significance of
the differences in scores is indicated by *** (1%), ** (5%), or * (10%), obtained with the Diebold and Mariano–West
t-test.

BVAR-SVF-M model is very similar to that of the BVAR-SV specification, in some cases a

little more accurate and in others a little less accurate. So, forecasts from the BVAR-SVF-M

model, like those from the BVAR–SV specification, are as accurate or more accurate than

the QR forecasts.

What should one take away from these forecast comparisons? As noted above, our pa-

per is one of the few in the recent macroeconomic tail risk literature to formally evaluate

the accuracy of the tail risk forecasts. In these results for GDP growth, quantile regression

doesn’t seem to offer any advantages in forecast accuracy over a BVAR-SV or BVAR-SVF-M

specification; in either case, stochastic volatility plays a very important role. In some dimen-

sions, one or another of the BVAR specifications is better. Of course, quantile regression

itself is quite simple, but if one wants to assess tail risks with expected shortfall or assess

shortfall forecasts, as opposed to just compute a tail quantile and take it as a measure of

GDP-at-risk as in Adrian, et al. (2020), the second-step smoothing of ABG becomes nec-

essary, and arguably, for those already familiar with BVARs, that step adds at least some

complication. In addition, to obtain results for more than a single forecast horizon or for
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more than one variable, one must specify and estimate different models for each horizon

and each variable. Our results show that one can keep the rich and broadly useful features

of BVARs with stochastic volatility for forecasting and structural analysis while still using

them for the risk assessments now of interest — and obtain tail risk assessments quite com-

parable to what would be obtained with quantile regression. And one can do so with a single

BVAR covering all variables and horizons rather than multiple models covering each different

variable-horizon combination. As noted above, the BVAR specifications yield this asymme-

try in the time variation of downside versus upside tail risks even though the conditional

predictive distributions are symmetric, because they are subject to simultaneous shifts in

means and variances that the model estimates accommodate through periods of correlation

in shocks to levels and volatilities.

5.3 Results for the Unemployment Rate and Inflation

This subsection provides results for forecasts of the change in the unemployment rate and

forecasts of inflation, at the 4-quarters-ahead horizon. As explained in Section 3’s exposition

of the quantile regression specification, our use of a multi-step change in the unemployment

rate is patterned on the specification of Kiley (2022), and our specification of 4-quarters-

ahead inflation is patterned on that of Lopez-Salido and Loria (2021). The forecasts we

report for our BVAR-SV and BVAR-SVF-M models are also for the 4-quarters-ahead change

in unemployment and for the 4-quarters-ahead inflation rate. In these cases, we use the same

model in quarterly rates described above; we transform the quarterly forecasts to obtain the

needed 4-quarters-ahead change in unemployment and the 4-quarters-ahead inflation rate.

Figure 3 reports time series of expected shortfall (at 5 percent) and long-rise (at 95

percent) estimates at the 4-steps-ahead forecast horizon, for the quantile regression and

BVAR-SV specifications (BVAR-SVF-M and BVAR-SV estimates are very similar). The

in-sample estimates in the top panel display some notable upside asymmetries. These imply

upside risk of increases in the unemployment rate, most notably in the mid-1970s, in the

late 70s-early 80s, and around the Great Recession, along with upside risks to inflation,

particularly in the 1970s and early 1980s. For both unemployment and inflation, the standard

deviation of the long-rise estimate is about twice that of the expected shortfall. The contours

of the QR and BVAR-SV estimates are quite similar, especially for unemployment rate

changes. For inflation, the broad contours of QR and BVAR-SV estimates are similar,

although the QR estimate shows more upside asymmetry to inflation in the 1970s and 1980s.

Moving from in-sample (top panel) to out-of-sample forecasts (the middle panel of Fig-

ure 3 provides results for 1985-2019) mostly preserves the pattern of asymmetries between
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Figure 3: Forecasts of unemployment and inflation, 4-quarters ahead

Long-rise and expected shortfall: In-sample forecasts, 1985-2019
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(b) 4-quarter inflation rate
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the expected shortfall and long-rise, with the latter more variable than the former for un-

employment and inflation. In the QR estimates, long-rise is particularly variable, showing
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some increases larger than observed in the in-sample estimates. The long-rise estimate for

inflation also plummets around the Great Recession. In the BVAR-SV estimates, long-rise

is more variable than expected shortfall in the inflation estimates but not the unemploy-

ment forecasts. Still, even for unemployment, the BVAR-SV estimates show an asymmetry

around the Great Recession, with long-rise moving up sharply relative to expected short-

fall. In broad contours, the BVAR-SV and QR estimates move together relatively closely for

shortfall and noticeably less so for long-rise, in part reflecting the relatively sharp volatility of

long-rise observed for the QR estimates. In the bottom panel’s forecasts of 5 and 95 percent

quantiles that include the period of the COVID-19 pandemic, in the case of inflation the QR

and BVAR-SV estimates display qualitatively similar changes in the pandemic’s volatility,

with downside risk rising more sharply than upside risk to inflation in the depths of the

pandemic. For example, from 2020:Q2 to 2020:Q3 the BVAR-SV estimate of the 5 percent

quantile dropped from 0.18 percent to -4.11 percent, while the 95 percent quantile declined

from 2.73 percent to 1.72 percent. In the case of unemployment, the QR estimates might

be seen as displaying symmetric (albeit different) moves: The forecasts of the tail quantiles

fell by similar amounts (both QR forecasts fell by about 3 percentage points in 2020:Q3).

The BVAR-SV estimates arguably show a little more asymmetry: From 2020:Q2 to 2020:Q3,

the 5 percent quantile estimate fell from -0.55 percent to -3.24 percent (similar to the QR

estimates), whereas the 95 percent quantile forecast rose from 1.31 to 7.21 percent (while

the QR estimate fell from 1.68 to -1.86 percent).
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Table 3: Accuracy of out-of-sample forecasts of unemployment and inflation,
4-quarters ahead

Unemployment change Inflation

1985-2021 1985-2019 1985-2021 1985-2019

Quantile score: 5 percent quantile
QR 0.099 0.049 0.151 0.149

BVAR-SV 0.823 0.995 0.545
**

0.518**

BVAR-SVF-M 0.743 0.892 0.757* 0.747*

Quantile score: 95 percent quantile
QR 0.195 0.107 0.211 0.165
BVAR-SV 1.253 1.247 0.647 0.697
BVAR-SVF-M 1.207 1.219 0.684 0.707

qwCRPS-left
QR 0.152 0.105 0.208 0.199

BVAR-SV 0.936 0.931* 0.886 0.872
BVAR-SVF-M 0.934 0.953 0.972 0.963

qwCRPS-right
QR 0.200 0.139 0.246 0.222
BVAR-SV 1.038 0.983 0.835 0.844
BVAR-SVF-M 1.030 1.003 0.878 0.879

Notes: To facilitate accuracy comparisons the results for the BVAR models are reported as ratios relative to scores
for quantile regression (an entry less than 1 means the BVAR is more accurate than QR). Statistical significance of
the differences in scores is indicated by *** (1%), ** (5%), or * (10%), obtained with the Diebold and Mariano–West
t-test.
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Table 3 reports quantile scores and qwCRPS results for out-of-sample forecasts (see

the appendix for in-sample forecasts). In the case of inflation, the BVAR-SV scores are

consistently better than the QR scores, by relatively large quantitative margins, in both the

left and right tails. The advantages of the BVAR-SV model are statistically significant by the

5 percent quantile score but not statistically significant in other cases. For inflation, results

are very similar for the longer sample including the pandemic as for the 1985-2019 sample.

In the case of the change in the unemployment rate, the QR and BVAR-SV forecasts are

broadly comparable in accuracy. In the left tail, the BVAR-SV model has a small advantage

over QR. But in the right tail, the BVAR-SV model is less accurate than QR by the 95

percent quantile score and about the same in accuracy by the qwCRPS-right score. For

unemployment, as for inflation, results are very similar for the longer sample including the

pandemic as for the 1985-2019 sample. Overall, for unemployment and for inflation, the

BVAR-SV model can be seen to be at least as accurate as QR for forecasting tail risks.

Once again, within the BVAR class, the BVAR-SVF-M specification performs similarly to

the BVAR-SV model, sometimes offering modest improvements and other times being not

quite as good.

6 Conclusions

A rapidly growing body of research has examined tail risks in macroeconomic outcomes.

Most of this work has focused on the risks of significant declines in GDP, and relied on

quantile regression methods to estimate tail risks. Although some of the recent work on

macroeconomic tail risks hasn’t cleanly distinguished symmetry in conditional predictive

distributions from unconditional distributions, the evidence of downside risk varying more

than upside risk that has become a focus of this work can obtain with conditional predictive

distributions that are symmetric but subject to simultaneous shifts in conditional means and

variances.

In this paper we examine the ability of BVARs with stochastic volatility to capture tail

risks in macroeconomic forecast distributions and outcomes, for GDP growth, unemploy-

ment, and inflation. A conventional BVAR-SV formulation is capable of capturing asymme-

tries in the time series behavior of measures of upside and downside risks that imply asymme-

tries in unconditional distributions but do not necessarily require asymmetries in conditional

predictive distributions. We also consider a model extended to feature a common volatility

factor that enters the conditional mean of the BVAR, so as to allow a contemporaneous

correlation between shocks to the levels and volatilities of variables and thereby be capable

of producing conditional predictive distributions with asymmetries. Another novelty of our
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paper in this tail risk literature is that we include formal evaluation of tail risk forecasts,

using the quantile score and the quantile-weighted continuous ranked probability score.

With our BVAR specifications featuring time-varying volatility, we are able to capture

more time variation in downside risk as compared to upside risk for output growth (vice

versa for the change in the unemployment rate and inflation) in line with the results of

quantile regression, and in formal evaluation of tail risk forecasts, our BVAR specifications

perform comparably to quantile regression. Our findings on the effectiveness of BVARs in

capturing tail risks apply with both the conventional BVAR with stochastic volatility and

the model extended to feature a common volatility factor that enters the conditional mean

of the BVAR. These models appear to be equally well suited to capturing asymmetries in

the unconditional predictive distribution of GDP growth, unemployment, and inflation. The

BVAR-SV model captures simultaneity in mean and variance shifts with sporadic correlation

between the empirical estimates of level and volatility shocks, whereas in the BVAR-SVF-M

model, a shock to the volatility factor also immediately affects the levels of the macroeco-

nomic variables.

Our findings imply that, at least for GDP growth, unemployment, and inflation, quan-

tile regression doesn’t seem to offer any advantages in forecast accuracy over a BVAR-SV

or BVAR-SVF-M specification. Our results show that one can keep the rich and broadly

useful features of BVARs for forecasting while still using them for the risk assessments of

interest and obtain tail risk assessments quite comparable to what would be obtained with

quantile regression. Based on these results, we do not mean to claim that, in truth, there

are no asymmetries (possibly time-varying) in conditional predictive distributions. Rather,

one aspect of tail risk that has received some emphasis in the literature — downside risks

varying more over time than upside risks for output growth — can be captured as well with

a BVAR with conventional stochastic volatility that yields symmetric conditional distribu-

tions as with other models that allow asymmetries in conditional distributions. In addition,

in formal metrics of tail forecasts, the conventional BVAR is comparable in accuracy to the

specifications that allow asymmetries in conditional distributions. We take this as sugges-

tive evidence that conditional asymmetries are not necessarily a strong, regular feature of

predictive distributions for output growth, unemployment, and inflation, in keep with the

cautionary findings of Plagborg-Moller, et al. (2020) for output growth. But as we noted

earlier, other methods or analyses may reach a different conclusion, and we leave to further

research whether some of these other methods under development can establish gains over

formulations of BVARs with stochastic volatility.
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Table 4: Small GDP application

BQR BQR BQR BQR
Metric QR QR− ridge Minn est.Minn HS ENET

h=1

0.05 QS 0.252 1.057 1.005 0.983 0.998 0.984
0.10 QS 0.385 1.058 1.032 0.993 1.003 0.995
0.20 QS 0.584 0.994 0.981 0.990 0.980** 0.981**

0.30 QS 0.723 0.964 0.959 0.967** 0.964*** 0.951***

0.40 QS 0.806 0.939** 0.930*** 0.954*** 0.963*** 0.938***

0.50 QS 0.830 0.919*** 0.926*** 0.965*** 0.975*** 0.948***

0.60 QS 0.823 0.911*** 0.926*** 0.969** 0.978** 0.952***

0.70 QS 0.779 0.935** 0.938*** 0.978* 0.978* 0.957***

0.80 QS 0.662 0.964** 0.976* 0.996 0.982** 0.965***

0.90 QS 0.429 0.975** 0.986 1.004 0.985* 0.969***

0.95 QS 0.268 0.962 0.957 0.972 0.959* 0.949***

CRPS center 0.264 0.945** 0.946*** 0.973*** 0.975*** 0.955***

CRPS left 0.393 0.973 0.965** 0.975*** 0.977*** 0.963***

CRPS right 0.417 0.946*** 0.953*** 0.982** 0.978*** 0.958***

h=4

0.05 QS 0.199 1.111 1.100 1.023 0.993 0.994
0.10 QS 0.306 1.053 1.066 1.026 0.996 0.992
0.20 QS 0.473 0.927 0.941 0.936* 0.950* 0.931*

0.30 QS 0.569 0.897 0.904 0.952** 0.974*** 0.953**

0.40 QS 0.631 0.903** 0.907* 0.956** 0.969** 0.950***

0.50 QS 0.657 0.916*** 0.909*** 0.953** 0.963*** 0.949***

0.60 QS 0.635 0.941*** 0.922*** 0.965*** 0.971*** 0.957***

0.70 QS 0.574 0.948* 0.931** 0.964** 0.967** 0.956***

0.80 QS 0.452 0.966** 0.969** 0.988 0.984* 0.975***

0.90 QS 0.295 1.043 1.019 1.016 1.008 0.983
0.95 QS 0.183 1.082 1.068 1.039 1.020 0.993
CRPS center 0.202 0.933* 0.928* 0.962** 0.970*** 0.955***

CRPS left 0.310 0.941 0.945 0.964** 0.970** 0.955**

CRPS right 0.306 0.958* 0.948* 0.975* 0.978** 0.963***

h=12

0.05 QS 0.269 1.067 1.060 1.099 1.070 1.045
0.10 QS 0.416 1.028 1.009 1.035 1.019 1.001
0.20 QS 0.543 1.000 0.992 1.003 1.037 1.028
0.30 QS 0.640 0.962* 0.954** 0.964** 0.994 1.012
0.40 QS 0.678 0.979 0.954*** 0.968** 1.001 1.021
0.50 QS 0.674 0.989 0.988 0.996 1.018 1.029
0.60 QS 0.680 0.967 0.942 0.963 0.984 1.001
0.70 QS 0.573 0.962 0.957 0.961 0.992 1.027
0.80 QS 0.429 0.993 0.992 0.999 1.000 0.993
0.90 QS 0.259 0.979 0.984 0.986 0.990 0.982
0.95 QS 0.140 1.123 1.090 1.032 1.001 0.983
CRPS center 0.214 0.979 0.967 0.979 1.003 1.015
CRPS left 0.353 0.991 0.977 0.992 1.012 1.016
CRPS right 0.304 0.977 0.970 0.979 0.997 1.008

Note: Comparison of tail forecast accuracy of QR-ridge and BQR specifications relative to QR (baseline, in

denominator of relative comparisons). Score levels given in QR columns. For specifications other than QR,

values below 1 indicate improvement over baseline. Evaluation window from 1985:Q1 through 2019:Q4.
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1 Skewness and Kurtosis Results

Some recent research has considered simple evidence and concluded that GDP growth outcomes

feature skewness (e.g., Jensen, et al. (2020), Kozeniauskas, Orlik and Veldkamp (2018), and Orlik

and Veldkamp (2015)).

To assess the significance of skewness, we use the formal time series tests of Bai and Ng (2005),

using HAC variances computed with the pre-whitened quadratic spectral kernel, as developed

in Andrews and Monahan (1992). We also include the Bai and Ng (2001) test of conditional

symmetry, computed as described in their paper.1 In part because some studies consider overall

tests for normality that cover both skewness and kurtosis (e.g., Jensen, et al. (2020)), we also

include test results for kurtosis and normality. In this skewness assessment, we focus on samples

ending in 2019:Q4 to avoid the extreme volatility in some variables that resulted from the COVID-

19 pandemic, but we include a table of results using data through 2021:Q4 (which show that

the pandemic caused some skewness and kurtosis estimates to soar). The residuals used in the

estimates presented are the posterior medians of residuals across simulation draws. We also consider

normalized residuals, which are the posterior medians of draws of residuals divided by the standard

deviation, where the standard deviation is the square root of the corresponding diagonal element of

Σt for each draw.2 In the case of the out-of-sample forecast errors from the BVAR-SV specification,

the forecast errors are computed using point forecasts defined as posterior means, at forecast

horizons of one and four quarters.

In Table A3’s results for the raw data (first panel) and BVAR-SV residuals (second panel),

the skewness statistics are often large, but not often statistically significant. For example, GDP

growth has a skewness statistic of -0.369, but the estimate is sufficiently imprecise that the Bai

and Ng (2005) test statistic for skewness is not close to rejection. In the raw data and BVAR-SV

residuals, there is modestly more evidence of kurtosis than skewness, with rejections of no-kurtosis

for GDP growth, unemployment, and the NFCI. When the BVAR residuals are normalized by their

time-varying volatilities, the evidence of kurtosis declines, and the null of no-skewness is rejected

for the unemployment rate and NFCI. As indicated in the bottom two panels of the table, the

evidence of kurtosis is modestly weaker in the shorter sample of out-of-sample forecast errors from

the BVAR-SV model (based on real-time data as described in the paper). But the Bai-Ng test for

conditional symmetry provides some evidence for asymmetries in forecast errors for a few variables.

When we shorten the sample to 1985-2019 (but without changing the 1972-2019 sample of

model estimates used to obtain the residuals), it remains the case (see estimates in A3) that the

normalized residuals show significant skewness for the unemployment rate and NFCI, although the

1In applying the conditional symmetry test to the data, we use the residuals from AR(4) models estimated for
each series. In applying the test to BVAR residuals or forecast errors, we use the residuals or errors in question
without further transformation.

2More specifically, in the case of the BVAR-SV residuals results, for the time series of each variable i, we compute
skewness statistics for the posterior median of the draws of vi,t. In the normalized residuals results, for each draw

j, we compute v
(j)
i,t /
√
σ
(j)
i,t , where σi,t denotes the i-th diagonal element of Σt (the smoothed estimate from draw j)

and its median across draws. We then apply the tests to this time series.
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evidence of significant skewness or kurtosis in the data and raw residuals is a little weaker than

in the 1972-2019 sample. In the shorter sample, our estimate of skewness in GDP growth data

is similar to the estimate of Jensen, et al. (2020); whereas their bootstrap approach to inference

implies that their estimate is statistically significant, our approach based on the normal-based

inference of Bai and Ng (2005) implies that our estimate is not significant.

To provide a graphical illustration of possible asymmetries, we also follow some recent studies

(e.g., Galbraith and van Norden (2019)) in providing quantile-quantile (Q-Q) plots, in our case for

the BVAR-SV residuals and forecast errors. These plots, reported in Figures A1 and A2, compare

the empirical quantiles of the residuals or forecast errors with quantiles of the normal distribution.

These results, too, end the sample in 2019:Q4 to avoid COVID-19 distortions. The results for

residuals (results for out-of-sample forecast errors are similar) display some notable departures from

normality, most dramatically for the federal funds rate and the NFCI. Normalizing the residuals

by their volatilities helps move the empirical quantiles toward the normal case, although still with

some departures.

Overall, these results indicate that, consistent with some prior results in the literature, there is

some suggestive evidence of asymmetries in macroeconomic data, but the formal statistical evidence

is hardly overwhelming. Notably, in these estimates there does not appear to be much evidence

of asymmetries in GDP growth (data, BVAR residuals, or forecast errors). However, it is entirely

possible that this subsection’s standard tests of skewness over full samples of data will not capture

important asymmetries that emerge just at certain points in time and are not evident on average.

The paper’s results on tail risks may pick up features of interest.
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Table A1: Skewness and kurtosis statistics, data and BVAR-SV residuals, through
2019:Q4

skewness kurtosis Bai-Ng Bai-Ng Bai-Ng conditional
skewness kurtosis normality symmetry

Data, 1972-2019
GDP growth −0.369 5.706 −0.845 2.141** 5.296* 0.792
Unemployment 0.634 2.750 0.578 −0.066 0.339 1.910*

GDP inflation 1.428 4.726 1.971** 1.077 5.045* 0.918
Fed funds rate 0.759 3.455 0.846 0.235 0.770 1.783
NFCI 2.002 6.774 2.045** 1.990** 8.141** 4.980***

BVAR-SV residuals, 1972-2019
GDP growth 0.139 6.629 0.244 1.651* 2.787 1.940*

Unemployment 0.769 7.014 1.243 1.821* 4.859* 1.574
GDP inflation 0.470 5.011 1.175 1.644 4.085 1.721
Fed funds rate 1.380 23.715 0.625 1.338 2.181 2.235**

NFCI 1.582 10.414 1.516 1.652* 5.028* 6.383***

BVAR-SV residuals normalized by SV, 1972-2019
GDP growth 0.110 2.878 0.640 −0.280 0.488 1.378
Unemployment 0.275 2.860 2.233** −0.381 5.133* 1.186
GDP inflation 0.055 2.622 0.449 −1.282 1.846 1.746
Fed funds rate −0.165 2.809 −1.120 −0.538 1.545 2.070*

NFCI 0.236 2.401 1.879* −1.832* 6.887** 1.934*

BVAR-SV forecast errors, horizon = 1 quarter, 1985-2019
GDP growth −0.213 3.382 −0.631 0.495 0.643 0.840
Unemployment 0.951 4.669 1.594 1.432 4.592 2.665**

GDP inflation −0.339 3.059 −1.782* 0.118 3.189 1.057
Fed funds rate −0.047 4.619 −0.098 1.266 1.613 2.380**

NFCI 2.654 22.984 0.988 1.170 2.345 2.195*

BVAR-SV forecast errors, horizon = 4 quarters, 1985-2019
GDP growth −0.652 4.794 −0.807 0.825 1.332 1.456
Unemployment 2.162 9.247 0.734 0.720 1.057 1.164
GDP inflation −0.626 3.052 −2.170** 0.084 4.717* 1.897
Fed funds rate −0.115 2.970 −0.439 −0.033 0.194 1.812
NFCI 1.390 9.648 0.704 0.803 1.141 2.455**

Notes: Statistical significance of the Bai-Ng test statistics is indicated by *** (1%), ** (5%), or * (10%).

6



Table A2: Skewness and kurtosis statistics, data and BVAR-SV residuals, through
2021:Q4

skewness kurtosis Bai-Ng Bai-Ng Bai-Ng conditional
skewness kurtosis normality symmetry

Data, 1972-2021
GDP growth −2.490 36.130 −1.071 1.081 2.315 0.799
Unemployment 0.826 3.609 1.440 0.308 2.167 5.103***

GDP inflation 1.331 4.576 1.987** 1.008 4.962* 1.485
Fed funds rate 0.780 3.424 0.770 0.118 0.607 1.687
NFCI 2.060 7.057 1.989** 2.120** 8.453** 5.020***

BVAR-SV residuals, 1972-2021
GDP growth −1.709 45.285 −0.845 1.079 1.877 1.355
Unemployment 6.170 101.355 1.035 1.093 2.266 1.606
GDP inflation 0.459 5.417 1.433 1.918* 5.732* 1.880
Fed funds rate 0.974 22.560 0.484 1.385 2.152 3.626***

NFCI 1.436 10.346 1.421 1.636 4.696* 5.869***

BVAR-SV residuals normalized by SV, 1972-2021
GDP growth 0.064 2.451 0.554 −1.767* 3.430 1.841
Unemployment 0.255 2.855 1.686* −0.312 2.941 0.808
GDP inflation 0.095 2.590 0.807 −1.430 2.695 1.084
Fed funds rate −0.195 2.506 −1.452 −1.667* 4.888* 2.126*

NFCI 0.305 2.426 2.405** −1.762* 8.888** 2.294**

BVAR-SV forecast errors, horizon = 1 quarter, 1985-2021
GDP growth −2.430 56.425 −0.947 1.100 2.107 1.113
Unemployment 5.185 75.832 1.073 1.136 2.441 2.737**

GDP inflation 0.411 5.449 0.813 1.180 2.054 1.084
Fed funds rate 0.623 6.780 0.923 1.529 3.191 4.587***

NFCI 2.552 22.066 1.003 1.157 2.343 2.391**

BVAR-SV forecast errors, horizon = 4 quarters, 1985-2021
GDP growth −0.772 14.645 −0.481 1.596 2.780 2.024*

Unemployment 0.543 27.850 0.300 1.713* 3.023 4.565***

GDP inflation 1.126 9.213 0.863 0.919 1.590 1.349
Fed funds rate 0.363 4.460 0.793 0.835 1.325 2.803***

NFCI 1.345 9.603 0.725 0.856 1.258 1.835

Notes: Statistical significance of the Bai-Ng test statistics is indicated by *** (1%), ** (5%), or * (10%).

7



Table A3: Skewness and kurtosis statistics, data and BVAR-SV residuals, 1985-2019

skewness kurtosis Bai-Ng Bai-Ng Bai-Ng Bai-Ng condit.
skewness kurtosis normality symmetry

Data, 1985-2019
GDP growth -1.294 7.839 -1.126 1.148 2.584 1.420
Unemployment 0.904 3.282 0.622 0.078 0.392 1.241
GDP inflation 0.046 3.655 0.162 1.295 1.703 1.087
Fed funds rate 0.284 1.921 0.138 -0.548 0.319 1.495

NFCI 2.778 14.740 0.740 0.805 1.195 3.928 ***

BVAR-SV residuals, 1985-2019
skewness kurtosis Bai-Ng Bai-Ng Bai-Ng Bai-Ng condit.

skewness kurtosis normality symmetry

GDP growth -0.920 6.572 -1.270 1.300 3.303 1.704

Unemployment 1.266 5.925 1.291 1.107 2.893 2.607 **

GDP inflation 0.065 3.561 0.272 1.097 1.276 1.015

Fed funds rate -0.705 4.795 -2.540 ** 2.247 ** 11.502 *** 1.944 *

NFCI 5.006 40.652 1.214 1.192 2.894 5.494 ***

BVAR-SV residuals normalized by SV, 1985-2019
GDP growth 0.054 2.797 0.359 -0.572 0.456 1.579

Unemployment 0.271 2.590 2.105 ** -1.094 5.628 * 1.018
GDP inflation 0.103 2.764 0.606 -0.663 0.806 1.690
Fed funds rate -0.191 2.705 -1.400 -0.750 2.523 1.498

NFCI 0.388 2.716 2.523 ** -0.666 6.807 ** 2.222 **

Notes: Statistical significance of the Bai-Ng test statistics is indicated by *** (1%), ** (5%), or * (10%). The results
for BVAR-SV residuals are based on residuals obtained from model estimates using data starting in 1972, but skewness
and kurtosis statistics are computed for a sample starting in 1985.
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Figure A1: Q-Q plots of BVAR-SV residuals and SV-normalized residuals, 1972-2019
sample
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Figure A2: Q-Q plots of BVAR-SV OOS forecast errors, 1985-2019 sample
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2 Additional Comparisons

This section provides the following additional comparisons: relative volatilities; in-sample versus

out-of-sample forecasts of expected shortfall and long-rise for GDP growth from the QR, BVAR-SV,

and BVAR-SVF-M specifications; in-sample and out-of-sample forecasts of expected shortfall and

long-rise for the NFCI obtained with the BVAR-SV model; and the baseline accuracy comparisons

for in-sample forecasts.

11



Table A4: Relative volatilities (ratio ES/LR) of expected shortfall and long-rise

In-sample forecasts, 1972:Q1-2019:Q4
GDP GDP Unemployment Inflation
h = 1Q h = 4Q h = 4Q h = 4Q

Quantile regression 2.216 1.663 0.412 0.466
BVAR-SV 1.626 1.558 0.489 0.556
BVAR-SVF-M 1.417 1.465 0.405 0.461

Out-of-sample forecasts, 1985:Q1-2020:Q1
GDP GDP Unemployment Inflation
h = 1Q h = 4Q h = 4Q h = 4Q

Quantile regression 0.817 1.390 0.623 0.649
BVAR-SV 0.926 0.842 1.151 0.576
BVAR-SVF-M 1.035 1.003 0.929 0.503

Notes: The table reports the standard deviation of expected shortfall divided by the standard deviation of the
long-rise, for the forecasts and samples indicated.
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Figure A3: Long-rise and expected shortfall, in-sample (black lines) vs. out-of-sample
(blue lines) forecasts of GDP growth for 1985-2019
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Figure A4: Long-rise and expected shortfall, in-sample and out-of-sample forecasts of
NFCI from the BVAR-SV specification
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Table A5: Accuracy of in-sample forecasts of GDP growth

1985-2021 1985-2019

h = 1Q h = 4Q h = 1Q h = 4Q

Quantile score: 5 percent quantile
QR 0.492 0.282 0.218 0.153
BVAR-SV 0.890 0.969 0.996 1.231
BVAR-SVF-M 0.780 0.724 0.973 1.148

Quantile score: 95 percent quantile
QR 0.382 0.202 0.214 0.141
BVAR-SV 0.786** 0.782* 0.946 0.887*

BVAR-SVF-M 0.677 0.728* 0.941 0.833*

qwCRPS-left
QR 0.524 0.328 0.347 0.248
BVAR-SV 0.963 0.979 0.971 1.021
BVAR-SVF-M 0.931 0.905 0.966 0.995

qwCRPS-right
QR 0.499 0.296 0.345 0.234
BVAR-SV 0.901* 0.917** 0.952** 0.951
BVAR-SVF-M 0.890 0.898** 0.962* 0.942

Notes: Results for 1985-2021 use models estimated with a data sample of 1972:Q1-2021:Q4. Results for 1985-2019
use models estimated with a data sample of 1972:Q1-2019:Q4. To facilitate accuracy comparisons the results for the
BVAR models are reported as ratios relative to scores for quantile regression (an entry less than 1 means the BVAR
is more accurate than QR). Statistical significance of the differences in scores is indicated by *** (1%), ** (5%), or *
(10%), obtained with the Diebold and Mariano–West t-test.
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Table A6: Accuracy of in-sample forecasts of unemployment and inflation, 4-quarters
ahead

Unemployment change Inflation

1985-2021 1985-2019 1985-2021 1985-2019

Quantile score: 5 percent quantile
QR 0.091 0.044 0.064 0.058
BVAR-SV 0.930 1.065 1.037 1.028
BVAR-SVF-M 0.648 0.947 1.004 0.986

Quantile score: 95 percent quantile
QR 0.160 0.082 0.097 0.065
BVAR-SV 1.191 1.185 0.826 0.952
BVAR-SVF-M 0.904 0.979 0.741 0.980

qwCRPS-left
QR 0.141 0.093 0.122 0.113
BVAR-SV 0.926 0.895** 0.934 0.870
BVAR-SVF-M 0.856 0.854 0.937 0.870

qwCRPS-right
QR 0.176 0.116 0.143 0.122
BVAR-SV 0.987 0.912 0.868 0.835
BVAR-SVF-M 0.899* 0.846* 0.842 0.841

Notes: Results for 1985-2021 use models estimated with a data sample of 1972:Q1-2021:Q4. Results for 1985-2019
use models estimated with a data sample of 1972:Q1-2019:Q4. To facilitate accuracy comparisons the results for the
BVAR models are reported as ratios relative to scores for quantile regression (an entry less than 1 means the BVAR
is more accurate than QR). Statistical significance of the differences in scores is indicated by *** (1%), ** (5%), or *
(10%), obtained with the Diebold and Mariano–West t-test.
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3 Results for 10 and 90 Percent Quantiles

Using 10 and 90 percent quantiles (rather than the paper’s 5 and 95 percent quantiles), this section

reports forecasts of expected shortfall and long-rise for GDP growth and forecast accuracy compar-

isons for GDP growth, unemployment, and inflation. Accuracy results include both in-sample and

out-of-sample forecasts. Note that, in estimating the expected shortfall and long-rise for quantile

regression at the 10 and 90 percent quantiles, in the second step smoothing step of ABG applied,

we use the 10 and 90 percent quantiles as moments, rather than the 5 and 95 percent quantiles.
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Figure A5: Long-rise and expected shortfall using 10 and 90 percent quantiles, respec-
tively, in-sample forecasts of GDP growth for 1972-2019
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Figure A6: Long-rise and expected shortfall using 10 and 90 percent quantiles, respec-
tively, out-of-sample forecasts of GDP growth for 1985-2019

QR vs. BVAR-SV
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Table A7: Accuracy of in-sample forecasts of GDP growth, 10-90 tails

1985-2021 1985-2019

h = 1Q h = 4Q h = 1Q h = 4Q

Interval coverage: 10 percent tail
QR 0.108 0.110 0.107 0.117
BVAR-SV 0.074 0.124 0.071 0.131
BVAR-SVF-M 0.074 0.110 0.086 0.117

Interval coverage: 90 percent tail
QR 0.959*** 0.966** 0.943** 0.956***

BVAR-SV 0.939* 0.986*** 0.936* 0.964***

BVAR-SVF-M 0.939** 0.959*** 0.936* 0.934
Quantile score (10 percent quantile)

QR 0.640 0.388 0.367 0.262
BVAR-SV 0.946 0.992 0.935 1.086
BVAR-SVF-M 0.875 0.850 0.929 1.044

Quantile score (90 percent quantile)
QR 0.575 0.287 0.359 0.213
BVAR-SV 0.828** 0.901 0.947 0.958
BVAR-SVF-M 0.782 0.846 0.973 0.952

VaR-ES score (10 percent quantile)
QR 2.973 1.930 2.991 1.840
BVAR-SV −0.433 −1.319 0.269 −0.355
BVAR-SVF-M −0.123 −0.340 0.293 −0.170

Notes: Results for 1985-2021 use models estimated with a data sample of 1972:Q1-2021:Q4. Results for 1985-2019
use models estimated with a data sample of 1972:Q1-2019:Q4. Except in the case of the coverage rates, to facilitate
accuracy comparisons the results for the BVAR models are reported as ratios relative to scores for quantile regression
(an entry less than 1 means the BVAR is more accurate than QR). Statistical significance of the differences in scores
and of departures of empirical coverage from the nominal coverage rate is indicated by *** (1%), ** (5%), or * (10%),
obtained with the Diebold and Mariano–West t-test.
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Table A8: Accuracy of in-sample forecasts of unemployment and inflation, 4-quarters
ahead, 10-90 tails

Unemployment change Inflation

1985-2021 1985-2019 1985-2021 1985-2019

Interval coverage: 10 percent tail
QR 0.083 0.066 0.110 0.109
BVAR-SV 0.014*** 0.022*** 0.062 0.066
BVAR-SVF-M 0.034*** 0.029*** 0.055** 0.073

Interval coverage: 90 percent tail
QR 0.869 0.869 0.917 0.905
BVAR-SV 0.855 0.854 0.966*** 0.956***

BVAR-SVF-M 0.862 0.869 0.979*** 0.971***

Quantile score (10 percent quantile)
QR 0.139 0.077 0.112 0.105
BVAR-SV 0.923 0.981 0.965 0.901
BVAR-SVF-M 0.735 0.886 0.955 0.877

Quantile score (90 percent quantile)
QR 0.225 0.135 0.154 0.112
BVAR-SV 1.063 0.996 0.835 0.902*

BVAR-SVF-M 0.888 0.873 0.747 0.916

Notes: Results for 1985-2021 use models estimated with a data sample of 1972:Q1-2021:Q4. Results for 1985-2019
use models estimated with a data sample of 1972:Q1-2019:Q4. Except in the case of the coverage rates, to facilitate
accuracy comparisons the results for the BVAR models are reported as ratios relative to scores for quantile regression
(an entry less than 1 means the BVAR is more accurate than QR). Statistical significance of the differences in scores
and of departures of empirical coverage from the nominal coverage rate is indicated by *** (1%), ** (5%), or * (10%),
obtained with the Diebold and Mariano–West t-test.
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Table A9: Accuracy of out-of-sample forecasts of GDP growth, 10-90 tails

1985-2021 1985-2019

h = 1Q h = 4Q h = 1Q h = 4Q

Interval coverage: 10 percent tail
QR 0.108 0.200 0.093 0.175
BVAR-SV 0.074 0.186 0.064 0.168
BVAR-SVF-M 0.101 0.207 0.093 0.190

Interval coverage: 90 percent tail
QR 0.973*** 0.972*** 0.986*** 0.985***

BVAR-SV 0.980*** 0.952** 0.993*** 0.956**

BVAR-SVF-M 0.959*** 0.924 0.964*** 0.927
Quantile score (10 percent quantile)

QR 0.571 0.415 0.265 0.271
BVAR-SV 1.067 1.004 1.158** 1.070
BVAR-SVF-M 1.060 1.026 1.113 1.126

Quantile score (90 percent quantile)
QR 0.701 0.400 0.427 0.292
BVAR-SV 0.732 0.726 0.892*** 0.894
BVAR-SVF-M 0.787 0.769 0.880*** 0.892

VaR-ES score (10 percent quantile)
QR 3.950 4.822 2.473 2.449
BVAR-SV −0.306 0.538 −0.358 −0.266
BVAR-SVF-M −0.411 0.199 −0.199 −0.694

Notes: Except in the case of the coverage rates, to facilitate accuracy comparisons the results for the BVAR models
are reported as ratios relative to scores for quantile regression (an entry less than 1 means the BVAR is more accurate
than QR). Statistical significance of the differences in scores and of departures of empirical coverage from the nominal
coverage rate is indicated by *** (1%), ** (5%), or * (10%), obtained with the Diebold and Mariano–West t-test.
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Table A10: Accuracy of out-of-sample forecasts of unemployment and inflation, 4-
quarters ahead, 10-90 tails

Unemployment change Inflation

1985-2021 1985-2019 1985-2021 1985-2019

Interval coverage: 10 percent tail
QR 0.166 0.153 0.276** 0.270**

BVAR-SV 0.055 0.051 0.200** 0.204**

BVAR-SVF-M 0.097 0.095 0.221** 0.226**

Interval coverage: 90 percent tail
QR 0.828 0.847 0.903 0.920
BVAR-SV 0.821 0.839 0.979 1.000
BVAR-SVF-M 0.779 0.796 0.979 1.000

Quantile score (10 percent quantile)
QR 0.147 0.089 0.213 0.209
BVAR-SV 0.865 0.916 0.774 0.751
BVAR-SVF-M 0.849 0.886** 0.904 0.890

Quantile score (90 percent quantile)
QR 0.247 0.155 0.300 0.259
BVAR-SV 1.191 1.156 0.726 0.733
BVAR-SVF-M 1.156 1.142 0.762 0.750

Notes: Except in the case of the coverage rates, to facilitate accuracy comparisons the results for the BVAR models
are reported as ratios relative to scores for quantile regression (an entry less than 1 means the BVAR is more accurate
than QR). Statistical significance of the differences in scores and of departures of empirical coverage from the nominal
coverage rate is indicated by *** (1%), ** (5%), or * (10%), obtained with the Diebold and Mariano–West t-test.
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4 Results for Other Forecast Metrics

This section provides results for additional forecast metrics, applied to both in-sample and out-of-

sample forecasts. The metrics include root mean square error (RMSE), a joint VaR-ES score for

the 5 percent tail, and dynamic quantile tests. In evaluating point forecast accuracy with RMSE,

for QR the point forecast is measured as the forecast for τ = 0.5, and for the BVARs, the point

forecasts are measured as the mean of the posterior predictive distribution.

We evaluate the shortfall forecasts using the joint value at risk-expected shortfall (VaR-ES)

score employed in Carriero, Clark, and Marcellino (2020). As explained in Fissler and Ziegel

(2016), expected shortfall by itself is not an elicitable risk measure (i.e., the correct forecast need

not be the unique minimizer of the loss function), whereas value at risk and expected shortfall can

be jointly elicited. Fissler and Ziegel (2016) derive a general class of such scoring functions, and

studies such as Patton, Ziegel, and Chen (2019) and Taylor (2019) develop specific functions within

this general class. However, some of these functions are designed with asset returns in mind and

embed a restriction that ES is strictly negative. Tail forecasts of GDP growth often (in periods

of economic expansion) violate such a restriction, with a positive ES. Accordingly, we consider the

following VaR-ES scoring function that allows ES to be positive or negative:3

Sτ ,t+h = b+ (Qτ ,t+h − yt+h)
(
1{yt+h≤Qτ,t+h} − τ

)
+

1

τ
ea

−1ESτ,t+h
(
1{yt+h≤Qτ,t+h} (Qτ ,t+h − yt+h) + τ (ESτ ,t+h −Qτ ,t+h − a)

)
,

where τ = 0.05 and ESτ ,t+h denotes the expected shortfall forecast at quantile τ . In implementation,

the scoring function coefficient a is set to 4, and the constant b is set to 6 to ensure a positive score

for GDP growth (for simplicity in reporting some results; this setting is irrelevant for the score

differences across models).

Finally, this section provides results for dynamic quantile (DQ) tests as developed in Engle and

Manganelli (2004) to assess whether quantile forecasts meet basic requirements of unbiasedness

and, at the 1-step-ahead horizon, independence of hits and independence of the quantile estimates

— a test that can be thought of as being analogous to the familiar rationality test applied to

point forecasts. Our implementation of the DQ test is patterned after that of Brownlees and Souza

(2021): We regress the hit rate 1(yt+h<=Qτ,t+h) on a constant and the lagged hit rate of periods t and

t− 1 (we also compute tests instead using the period t and t− 1 values of the NFCI) and compute

a Wald test of the null of 0 coefficients on the lagged hit rates. In light of the small samples of

“hit” observations, these results use the 10 percent quantile. At the 1-step-ahead horizon, the tests

never reject the null of 0 coefficients; although some rejections (for GDP growth, unemployment,

and inflation) occur at the 4-steps-ahead horizon, inference may be less reliable at this horizon

case due to the small sample and challenges of autocorrelation-robust inference. Nieto and Ruiz

3In the general notation of Fissler and Ziegel (2016), this scoring function uses G1(x) = x and G2(x) = ea
−1x.

Because the G2(x) function is not homogenous, the scoring function values are specific to the units of the variable of
interest
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Table A11: Accuracy of in-sample forecasts of GDP growth, other measures

1985-2021 1985-2019

h = 1Q h = 4Q h = 1Q h = 4Q

RMSE
QR 4.630 2.153 2.047 1.462
BVAR-SV 0.986 0.944 0.968 0.998
BVAR-SVF-M 0.965 0.928 0.959* 0.980

VaR-ES score: 5 percent quantile
QR 3.363 2.460 3.229 2.086
BVAR-SV −0.479 −1.780 0.004 −0.759
BVAR-SVF-M −0.076 −0.123 0.094 −0.418

Interval coverage: 5 percent tail
QR 0.047 0.062 0.043 0.058
BVAR-SV 0.047 0.083 0.036 0.073
BVAR-SVF-M 0.041 0.055 0.029 0.066

Interval coverage: 95 percent tail
QR 0.986** 0.986** 0.979** 1.000
BVAR-SV 0.966 0.986* 0.971 0.993*

BVAR-SVF-M 0.959 0.993* 0.964 0.993*

Notes: Results for 1985-2021 use models estimated with a data sample of 1972:Q1-2021:Q4. Results for 1985-2019
use models estimated with a data sample of 1972:Q1-2019:Q4. Except in the case of the coverage rates, to facilitate
accuracy comparisons the results for the BVAR models are reported as relative to the accuracy of the quantile
regression, as a ratio for the RMSE (an entry less than 1 means the BVAR is more accurate than QR) and score
difference for the VaR-ES score (a positive entry means the BVAR is more accurate than QR). Statistical significance
of the differences in scores and of departures of empirical coverage from the nominal coverage rate is indicated by ***
(1%), ** (5%), or * (10%), obtained with the Diebold and Mariano–West t-test.

(2016) provide an overview of research that has highlighted some of the small-sample size and power

challenges with the DQ test and others used in evaluation of VaR forecasts.
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Table A12: Accuracy of in-sample forecasts of unemployment and inflation, 4-quarters
ahead, other measures

Unemployment change Inflation

1985-2021 1985-2019 1985-2021 1985-2019

RMSE
QR 1.304 0.726 0.794 0.638
BVAR-SV 1.039 0.894* 0.979 0.906
BVAR-SVF-M 1.035 0.815 0.961 0.925

VaR-ES score: 5 percent quantile
QR 2.995 2.896 0.906 0.902
BVAR-SV −0.281*** −0.058 −0.141 −0.020
BVAR-SVF-M −0.077 0.035 −0.064 0.043

Interval coverage: 5 percent tail
QR 0.041 0.029 0.041 0.044
BVAR-SV 0.007* 0.000 0.034 0.022**

BVAR-SVF-M 0.000 0.000 0.021** 0.022**

Interval coverage: 95 percent tail
QR 0.924 0.927 0.959 0.956
BVAR-SV 0.910 0.898 0.979** 1.000
BVAR-SVF-M 0.924 0.927 1.000 1.000

Notes: Results for 1985-2021 use models estimated with a data sample of 1972:Q1-2021:Q4. Results for 1985-2019
use models estimated with a data sample of 1972:Q1-2019:Q4. Except in the case of the coverage rates, to facilitate
accuracy comparisons the results for the BVAR models are reported as relative to the accuracy of the quantile
regression, as a ratio for the RMSE (an entry less than 1 means the BVAR is more accurate than QR) and score
difference for the VaR-ES score (a positive entry means the BVAR is more accurate than QR). Statistical significance
of the differences in scores and of departures of empirical coverage from the nominal coverage rate is indicated by ***
(1%), ** (5%), or * (10%), obtained with the Diebold and Mariano–West t-test.
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Table A13: Accuracy of out-of-sample forecasts of GDP growth, other measures

1985-2021 1985-2019

h = 1Q h = 4Q h = 1Q h = 4Q

RMSE
QR 4.906 2.411 2.064 1.699
BVAR-SV 0.955 0.889 0.910 0.930
BVAR-SVF-M 0.950 0.889 0.925 0.943

VaR-ES score: 5 percent quantile
QR 8.834 7.625 2.784 2.771
BVAR-SV 3.690 2.425 −0.598** −0.017
BVAR-SVF-M 3.597 1.854 −0.133 −0.669

Interval coverage: 5 percent tail
QR 0.074 0.083 0.057 0.051
BVAR-SV 0.027 0.110 0.014*** 0.088
BVAR-SVF-M 0.027 0.159* 0.014*** 0.139

Interval coverage: 95 percent tail
QR 0.980* 0.986*** 0.993*** 1.000
BVAR-SV 0.993*** 0.993*** 1.000 0.993***

BVAR-SVF-M 0.993*** 0.966 1.000 0.971

Notes: Except in the case of the coverage rates, to facilitate accuracy comparisons the results for the BVAR models
are reported as relative to the accuracy of the quantile regression, as a ratio for the RMSE (an entry less than 1
means the BVAR is more accurate than QR) and score difference for the VaR-ES score (a positive entry means the
BVAR is more accurate than QR). Statistical significance of the differences in scores and of departures of empirical
coverage from the nominal coverage rate is indicated by *** (1%), ** (5%), or * (10%), obtained with the Diebold
and Mariano–West t-test.
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Table A14: Accuracy of out-of-sample forecasts of unemployment and inflation, 4-
quarters ahead, other measures

Unemployment change Inflation

1985-2021 1985-2019 1985-2021 1985-2019

RMSE
QR 1.351 0.781 1.293 1.192
BVAR-SV 1.057 0.946 0.919 0.899
BVAR-SVF-M 1.026 0.943 0.988 0.968

VaR-ES score: 5 percent quantile
QR 3.431 2.991 4.617 4.647
BVAR-SV 0.249 0.003 2.998** 3.112**

BVAR-SVF-M 0.413 0.090 1.917** 1.960**

Interval coverage: 5 percent tail
QR 0.103 0.088 0.214** 0.212**

BVAR-SV 0.007*** 0.000 0.083 0.080
BVAR-SVF-M 0.028 0.022 0.131* 0.131*

Interval coverage: 95 percent tail
QR 0.876 0.898 0.938 0.956
BVAR-SV 0.834 0.854 0.986*** 1.000
BVAR-SVF-M 0.834 0.854 0.979 1.000

Notes: Except in the case of the coverage rates, to facilitate accuracy comparisons the results for the BVAR models
are reported as relative to the accuracy of the quantile regression, as a ratio for the RMSE (an entry less than 1
means the BVAR is more accurate than QR) and score difference for the VaR-ES score (a positive entry means the
BVAR is more accurate than QR). Statistical significance of the differences in scores and of departures of empirical
coverage from the nominal coverage rate is indicated by *** (1%), ** (5%), or * (10%), obtained with the Diebold
and Mariano–West t-test.
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Table A15: p-values of dynamic quantile tests, 10 percent quantile, GDP growth

In-sample forecasts of GDP growth,
models with NFCI, 1985-2019

Lagged hit rates Lagged NFCI
h = 1Q h = 4Q h = 1Q h = 4Q

QR 0.705 0.982 0.968 0.762
BVAR-SV 0.913 0.473 0.986 0.550
BVAR-SVF-M 0.840 0.023 0.964 0.523

Out-of-sample forecasts of GDP growth,
models with NFCI, 1985-2019

Lagged hit rates Lagged NFCI
h = 1Q h = 4Q h = 1Q h = 4Q

QR 0.996 0.228 0.997 0.374
BVAR-SV 0.886 0.373 0.649 0.000
BVAR-SVF-M 0.865 0.347 0.720 0.000

In-sample forecasts of GDP growth,
models with turbulence, 1972-20191

Lagged hit rates Lagged turbulence
h = 1Q h = 4Q h = 1Q h = 4Q

QR 0.329 0.484 0.998 0.822
BVAR-SV 1.000 0.201 0.641 0.804
BVAR-SVF-M 0.968 0.776 0.611 0.849

Out-of-sample forecasts of GDP growth,
models with turbulence, 1972-20191

Lagged hit rates Lagged turbulence
h = 1Q h = 4Q h = 1Q h = 4Q

QR 0.969 0.385 0.992 0.257
BVAR-SV 0.701 0.086 0.472 0.163
BVAR-SVF-M 0.572 0.010 0.568 0.000

Notes: The table reports the p-values of dynamic quantile tests (Wald statistics) applied to the hit rate series of each
indicated forecast of the 10 percent quantile (90 percent for the change in the unemployment rate). The two left-side
columns provide results for tests of the significance of two lags of the hit rate; the two right-side columns provide
results for tests of the significance of two lags of the NFCI or turbulence variable. Tests at the 4-steps-ahead horizon
incorporate a heteroskedasticity and autocorrelation-robust variance estimator (Newey-West, with six lags).
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Table A16: p-values of dynamic quantile tests, unemployment and inflation, 10 and 90
percent quantiles, 4-quarters-ahead forecasts

In-sample forecasts of unemployment changes,
models with NFCI, 1985-2019

Lagged hit rates Lagged NFCI
τ = 0.10 τ = 0.90 τ = 0.10 τ = 0.90

QR 0.335 0.262 0.231 0.000
BVAR-SV 0.144 0.169 0.992 0.386
BVAR-SVF-M 0.026 0.335 0.417 0.307

Out-of-sample forecasts of unemployment changes,
models with NFCI, 1985-2019

Lagged hit rates Lagged NFCI
τ = 0.10 τ = 0.90 τ = 0.10 τ = 0.90

QR 0.048 0.006 0.117 0.000
BVAR-SV 0.139 0.010 0.387 0.345
BVAR-SVF-M 0.467 0.001 0.125 0.000

In-sample forecasts of inflation,
models with NFCI, 1985-2019

Lagged hit rates Lagged NFCI
τ = 0.10 τ = 0.90 τ = 0.10 τ = 0.90

QR 0.014 0.085 0.218 0.016
BVAR-SV 0.017 0.051 0.215 0.415
BVAR-SVF-M 0.010 0.028 0.302 0.415

Out-of-sample forecasts of inflation,
models with NFCI, 1985-2019

Lagged hit rates Lagged NFCI
τ = 0.10 τ = 0.90 τ = 0.10 τ = 0.90

QR 0.648 0.131 0.967 0.131
BVAR-SV 0.679 0.679 0.785 0.679
BVAR-SVF-M 0.384 0.384 0.984 0.384

Notes: The table reports the p-values of dynamic quantile tests (Wald statistics) applied to the hit rate series of each
indicated forecast of the 10 percent quantile (90 percent for the change in the unemployment rate). The two left-side
columns provide results for tests of the significance of two lags of the hit rate; the two right-side columns provide
results for tests of the significance of two lags of the NFCI or turbulence variable. Tests at the 4-steps-ahead horizon
incorporate a heteroskedasticity and autocorrelation-robust variance estimator (Newey-West, with six lags).
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5 Forecast Evaluation Results with Bayesian Quantile Regression

Yu and Moyeed (2001) established that quantile regression has a convenient mixture representation

that enables Bayesian estimation. For quantile τ , our BQR formulation takes the form

y
(h)
t+h = x′tβτ + ετ ,t+h, (1)

where ετ ,t+h has a mixture representation. For each model at quantile τ and horizon h, the repre-

sentation includes zτ ,t+h, which is exponentially distributed with scale parameter στ ,h. The mixture

representation of the quantile regression model can be written as

y
(h)
t+h = x′tβτ + θzτ ,t+h + κ

√
στ ,hzτ ,t+huτ ,t+h, (2)

where θ and κ are fixed parameters as functions of the quantile τ and uτ ,t+h is i.i.d. standard

normal.

We estimate Bayesian quantile regressions with the Gibbs sampler of Khare and Hobert (2012).

We use an independent Normal-Gamma prior, with a normal distribution for the regression coeffi-

cients βτ and a Gamma distribution for the scale parameter στ ,h. One step samples the mixture

state time series z from an inverse Gaussian distribution. The next step draws the scale parameter

στ ,w from its inverse Gamma conditional posterior. In the subsequent step, the regression parame-

ter vector βτ is drawn from its Normal conditional posterior. For each quantile, we take a total of

6000 draws, discard the first 1000, and compute the posterior mean coefficient vector β̂τ from the

remaining 5000 draws. The quantile forecast draw is formed as x′tβ̂τ .

For the Gaussian prior on βτ , we use a mean of 0 and a variance that is Minnesota-style in

the sense that that we take account of the relative scales of variables and shrink coefficients on

other variables more than those on the lag of the dependent variable. The shrinkage is controlled

by two hyperparameters (smaller numbers mean more shrinkage): λ1, which controls the overall

rate of shrinkage; and λ2, which controls the rate of shrinkage on variables other than lags of the

dependent variable. At each forecast origin, the prior variance for the coefficient on the lagged

dependent variable is simply λ1. The prior variance associated with the coefficient on the i-th

variable xi,t of xt is specified as λ1λ2
σ2
y

σ2
i
. Finally, for the intercept, the prior is uninformative, with

variance 1000σ2
y. In setting these components of the prior, for σ2

y and σ2
i we use simple variances

estimated with the regression sample available as of the forecast origin.4 We fix the hyperparameters

at values that may be considered very common in Minnesota-type priors and forecasting: λ1 = 0.04

and λ2 = 0.25.

To briefly summarize these out-of-sample forecast results, in our GDP growth, unemployment,

and inflation applications, Bayesian quantile regression (BQR) yields results similar to those for

frequentist quantile regression (QR). Depending on the application, forecast horizon, and sample,

4In the vector autoregression literature, it is typical to use the variances of the residual of low-order AR models.
With multi-step forecast horizons in a direct-multi-step setup, the obvious analogue is not so clear. We simplify the
choice by using simple variances to capture scale differences in the volatilities of variables.
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Table A17: Accuracy of out-of-sample forecasts of GDP growth, Bayesian QR as
baseline

1985-2021 1985-2019

h = 1Q h = 4Q h = 1Q h = 4Q

Quantile score: 5 percent quantile
BQR 0.502 0.317 0.193 0.201
QR 1.003 0.987 0.868 0.840
BVAR-SV 0.945 0.915 0.986 0.854
BVAR-SVF-M 0.921 0.952 0.873** 0.934

Quantile score: 95 percent quantile
BQR 0.535 0.277 0.267 0.194
QR 1.075 0.996 1.001 0.926***

BVAR-SV 0.610 0.601 0.914 0.812***

BVAR-SVF-M 0.686 0.658* 0.848* 0.771***

qwCRPS-left
BQR 0.495 0.340 0.299 0.255
QR 1.047** 1.091 1.069** 1.102
BVAR-SV 1.024 1.036 1.060 1.078
BVAR-SVF-M 1.036 1.052 1.069* 1.116

qwCRPS-right
BQR 0.538 0.353 0.358 0.277
QR 1.064*** 1.062** 1.079** 1.071
BVAR-SV 0.894 0.871 0.996 0.967
BVAR-SVF-M 0.926 0.892 1.007 0.975

Notes: To facilitate accuracy comparisons the results for the QR and BVAR models are reported as ratios relative to
scores for Bayesian quantile regression, denoted BQR (an entry less than 1 means the QR or BVAR is more accurate
than BQR). Statistical significance of the differences in scores is indicated by *** (1%), ** (5%), or * (10%), obtained
with the Diebold and Mariano–West t-test.

BQR is sometimes modestly better than QR and sometimes modestly worse. In turn, in tail risk

forecasting performance, our BVARs are overall at least as effective as BQR.
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Table A18: Accuracy of out-of-sample forecasts of unemployment and inflation, 4-
quarters ahead, Bayesian QR as baseline

Unemployment change Inflation

1985-2021 1985-2019 1985-2021 1985-2019

Quantile score: 5 percent quantile
BQR 0.097 0.046 0.130 0.128
QR 1.025* 1.070*** 1.167 1.164
BVAR-SV 0.843 1.064 0.636 0.602
BVAR-SVF-M 0.762 0.954 0.884 0.869

Quantile score: 95 percent quantile
BQR 0.199 0.117 0.216 0.170
QR 0.984 0.915 0.977 0.969
BVAR-SV 1.233 1.142 0.632 0.675
BVAR-SVF-M 1.187 1.116 0.668 0.685

qwCRPS-left
BQR 0.150 0.103 0.182 0.172
QR 1.011 1.019 1.141* 1.154*

BVAR-SV 0.946 0.948 1.011 1.007
BVAR-SVF-M 0.944 0.971 1.110 1.112

qwCRPS-right
BQR 0.203 0.143 0.230 0.205
QR 0.983 0.970 1.071 1.081
BVAR-SV 1.020 0.953 0.894 0.912
BVAR-SVF-M 1.012 0.972 0.940 0.950

Notes: To facilitate accuracy comparisons the results for the QR and BVAR models are reported as ratios relative to
scores for Bayesian quantile regression, denoted BQR (an entry less than 1 means the QR or BVAR is more accurate
than BQR). Statistical significance of the differences in scores is indicated by *** (1%), ** (5%), or * (10%), obtained
with the Diebold and Mariano–West t-test.
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6 Results Using Turbulence Indicator of Financial Conditions

This section provides results for GDP growth obtained with models that replace the NFCI as a

measure of financial indicators with the turbulence measure of financial market volatility considered

in Giglio, Kelly, and Pruitt (2016). In particular, we use their turbulence variable, computed from

asset returns for the 20 largest financial institutions each year, to measure the distance (as proposed

by Kritzman and Li (2010)) between recent and historical covariation. Because the turbulence

series, obtained from the data files of Giglio, Kelly, and Pruitt (2016), starts and ends earlier than

the NFCI, the results include out-of-sample forecasts in the 1970s.

Figures A7 (in-sample) and A8 (out-of-sample) compare estimates of expected shortfall (at

5 percent) and long-rise (at 95 percent) at the 1-step-ahead and 4-steps-ahead forecast horizons

obtained with the baseline models including the NFCI and the alternative models including turbu-

lence. In each figure, the top panel compares estimates from the baseline QR specification including

the NFCI to estimates from the QR specification including turbulence, the middle panel compares

estimates from the baseline BVAR-SV model including the NFCI and the BVAR-SV specification

including turbulence, and the bottom panel makes the corresponding comparison for the BVAR-

SVF-M estimates. In the cases of the BVAR models, the shortfall and long-rise estimates are quite

similar across the specifications including the NFCI and turbulence. For example, regardless of

this choice of financial indicator, the in-sample estimates of shortfall are considerably more variable

than those of long-rise. So the BVAR-SV specification seems to have some robustness to the choice

of financial indicator included in the model. However, with quantile regression, the shortfall and

long-rise estimates are more sensitive to the choice of financial indicator. Shortfall estimates are

considerably more variable with turbulence as the financial indicator than with the NFCI as the in-

dicator, whereas long-rise estimates are less variable with turbulence included than with the NFCI

included. The difference across the NFCI and turbulence specifications is especially sharp with

the out-of-sample estimates of shortfall (top panel of Figure A10). In fact, the shortfall estimates

obtained from the quantile regression including turbulence might strain credulity in the eyes of

some readers.

Figures A9 (in-sample) and A10 (out-of-sample) compare shortfall and long-rise estimates across

our QR, BVAR-SV, and BVAR-SVF-M specifications including turbulence as the financial indica-

tor. As in the paper’s baseline estimates based on the NFCI, estimates are similar across the

BVAR-SV and BVAR-SVF-M models. The QR-based estimates are less similar to the BVAR-SV

estimates using turbulence than when using the NFCI.

Tables A19 (in-sample) and A20 (out-of-sample) compare the forecast accuracy of the BVAR-

based models with turbulence to the quantile regression with turbulence. In the quantile score

and results for models including turbulence as the indicator of financial conditions, the BVAR-

SV and BVAR-SVF-M models are in most cases more accurate than the QR specification, with

statistical significance in a number of instances. This applies with both the in-sample and out-

of-sample forecasts, and across the evaluation samples of 1972-2011 and 1985-2011. However, the

patterns are somewhat weaker with the qwCRPS metrics, with smaller gains and fewer instances

34



of significance (indeed, in the out-of-sample results, QR scores better than the BVARs in the 1985-

2011 sample). The better performance of the BVAR models versus QR when turbulence is included

than in the baseline case of the NFCI being included reflects the fact that, with QR, results are

sensitive to the choice of financial indicator — better with the NFCI than with turbulence.
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Figure A7: Long-rise and expected shortfall, in-sample forecasts of GDP growth:
baseline with NFCI vs. forecasts using turbulence measure of financial conditions
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Figure A8: Long-rise and expected shortfall, out-of-sample forecasts of GDP growth:
baseline with NFCI vs. forecasts using turbulence measure of financial conditions
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Figure A9: Long-rise and expected shortfall, in-sample forecasts of GDP growth for
1959-2011 using the turbulence measure of financial conditions

QR vs. BVAR-SV
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Figure A10: Long-rise and expected shortfall, out-of-sample forecasts of GDP growth
for 1972-2011 using the turbulence measure of financial conditions

QR vs. BVAR-SV
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Table A19: Accuracy of in-sample forecasts of GDP growth using the turbulence
measure of financial conditions

1972-2011 1985-2011

h = 1Q h = 4Q h = 1Q h = 4Q

Interval coverage: 5 percent tail
QR 0.044 0.051 0.009*** 0.019
BVAR-SV 0.038 0.051 0.037 0.067
BVAR-SVF-M 0.013*** 0.057 0.019** 0.086

Interval coverage: 95 percent tail
QR 0.956 0.962 0.981** 1.000
BVAR-SV 0.975** 0.981** 0.981** 1.000
BVAR-SVF-M 0.981*** 0.962 0.991*** 1.000

Quantile score: 5 percent quantile
QR 0.328 0.226 0.264 0.179
BVAR-SV 0.772** 0.924 0.727*** 1.153
BVAR-SVF-M 0.801 0.977 0.766*** 1.166

Quantile score: 95 percent quantile
QR 0.323 0.218 0.278 0.204
BVAR-SV 0.949 0.803** 0.843*** 0.786*

BVAR-SVF-M 0.992 0.864* 0.859*** 0.804***

qwCRPS-left
QR 0.512 0.380 0.364 0.280
BVAR-SV 0.903** 0.912 0.951 1.040
BVAR-SVF-M 0.912* 0.915 0.963 1.045

qwCRPS-right
QR 0.505 0.356 0.383 0.268
BVAR-SV 0.969 0.913 0.984 0.995
BVAR-SVF-M 0.981 0.940 0.991 1.008

VaR-ES score: 5 percent quantile
QR 4.416 3.374 3.996 2.721
BVAR-SV 0.909*** 0.331 1.082*** −0.267
BVAR-SVF-M 0.754** 0.121 0.876*** −0.417

Notes: Results for 1972-2011 use models estimated with data from 1959 through 2011. Results for 1985-2019 use
models estimated with a data sample of 1972:Q1-2011:Q4. Except in the case of the coverage rates, to facilitate
accuracy comparisons the results for the BVAR models are reported as ratios relative to scores for quantile regression
(an entry less than 1 means the BVAR is more accurate than QR). Statistical significance of the differences in scores
and of departures of empirical coverage from the nominal coverage rate is indicated by *** (1%), ** (5%), or * (10%),
obtained with the Diebold and Mariano–West t-test.
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Table A20: Accuracy of out-of-sample forecasts of GDP growth using the turbulence
measure of financial conditions

1972-2011 1985-2011

h = 1Q h = 4Q h = 1Q h = 4Q

Interval coverage: 5 percent tail
QR 0.031 0.064 0.000 0.000
BVAR-SV 0.025* 0.153 0.000 0.162
BVAR-SVF-M 0.019** 0.115 0.028 0.152

Interval coverage: 95 percent tail
QR 0.975** 0.981** 0.991*** 1.000
BVAR-SV 0.987*** 0.981*** 1.000 0.990***

BVAR-SVF-M 1.000 0.994*** 1.000 0.990***

Quantile score: 5 percent quantile
QR 0.396 0.360 0.286 0.206
BVAR-SV 0.664*** 0.787 0.640*** 1.088
BVAR-SVF-M 0.660*** 0.755 0.665*** 1.319

Quantile score: 95 percent quantile
QR 0.329 0.234 0.307 0.210
BVAR-SV 0.936 0.844** 0.982 0.957
BVAR-SVF-M 0.956 0.853*** 0.949 0.918

qwCRPS-left
QR 0.498 0.442 0.339 0.286
BVAR-SV 0.961 0.908 1.105 1.280
BVAR-SVF-M 0.950 0.893 1.116 1.313

qwCRPS-right
QR 0.491 0.411 0.383 0.307
BVAR-SV 1.022 0.879 1.159** 1.138
BVAR-SVF-M 1.028 0.872 1.162** 1.132

VaR-ES score: 5 percent quantile
QR 5.589 6.134 4.247 3.332
BVAR-SV 1.792*** 1.694 1.050*** −0.724
BVAR-SVF-M 1.884*** 0.736 1.141*** −3.003

Notes: Except in the case of the coverage rates, to facilitate accuracy comparisons the results for the BVAR models
are reported as ratios relative to scores for quantile regression (an entry less than 1 means the BVAR is more accurate
than QR). Statistical significance of the differences in scores and of departures of empirical coverage from the nominal
coverage rate is indicated by *** (1%), ** (5%), or * (10%), obtained with the Diebold and Mariano–West t-test.
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7 Monte Carlo Assessment of Asymmetries Captured with Stochas-

tic Volatility

At face value, it may seem surprising that the BVAR-SV model yields tail risk estimates comparable

to those obtained with quantile regression and the BVAR-SVF-M specification that allows a direct

link of macroeconomic volatility to financial conditions. To better understand this outcome, this

section summarizes the results of a Monte Carlo analysis of the performance of quantile regression

and the BVAR models. For brevity, this analysis focuses on left tail risks to output growth.

In the Monte Carlo experiments, to make the computational burden manageable, we used a

bivariate VAR specification with one lag, parameterized so as to reflect some empirical aspects of

the features of GDP growth and the NFCI. For simplicity, we will refer to the model’s variables as

GDP and NFCI. We conduct two sets of experiments, simulating data from (two different) DGPs

featuring stochastic volatility and comparing the tail risk forecasting performance of estimated QR,

BVAR-SV, and BVAR-SVF-M models.5

7.1 Baseline BVAR-SVF-M DGP

Our first experiment treats the BVAR-SVF-M model as the data-generating process (DGP), with

parameters largely taken from empirical estimates based on historical GDP and NFCI data. This

parameterized model takes the following form, in which deterioration in a “financial indicators”

variable leads to higher volatility in a “GDP growth” variable and a rise in the uncertainty factor

reduces growth and harms financial conditions (raising the NFCI):

(
GDPt

NFCIt

)
=

(
0.247 −0.282 −0.400 −0.200

0.001 0.781 0.300 −0.050

)
GDPt−1

NFCIt−1

lnmt

lnmt−1

+

(
1.000 0.000

−0.011 1.000

)−1(
λ0.5
gdp,t εgdp,t

λ0.5
nfci,t εnfci,t

)
,

where (
lnλgdp,t

lnλnfci,t

)
=

(
1.292

3.030

)
lnmt +

(
lnhgdp,t

lnhnfci,t

)

lnmt = 0.738 lnmt−1 + 0.014 GDPt−1 + 0.100 NFCIt−1 + um,t, var(um,t) = 0.03

lnhgdp,t = 1.873− 0.090 lnhgdp,t−1 + egdp,t, var(egdp,t) = 0.035

lnhnfci,t = −2.646 + 0.215 lnhnfci,t−1 + enfci,t, var(enfci,t) = 0.031.

With this DGP, we simulate 100 artificial data sets of a total of 195 observations (a sample length

5While not reported, with the first DGP, we also considered a parameterization with a larger (in absolute value)
coefficient on the volatility factor in the VAR’s conditional mean — which strengthens the contemporaneous link
between volatility and the level of GDP and creates more skewness in the conditional predictive distribution — and
obtained results essentially the same as those reported below.)
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corresponding to our actual empirical sample). For each data set, we estimated quantile regression,

BVAR-SV, and BVAR-SVF-M models and formed 1-step-ahead in-sample forecast distributions

— deliberately using the 1-step-ahead horizon and in-sample forecasting to make computation

tractable. With the in-sample forecasts, we computed quantiles, 5 percent quantile scores, and

qwCRPS-left scores, as well as expected shortfall and long-rise at 5 and 95 percent, respectively.

Shortfall and long-rise estimates obtained from the Monte Carlo data sets do display asym-

metries like those seen in the actual estimates reported in the paper, with periods in which the

expected shortfall declines more than the long-rise changes and shortfall is generally more vari-

able than long-rise. To illustrate the asymmetries in shortfall compared to long-rise, Figures A11

through A15 present the time series of estimates obtained with the BVAR-SV and BVAR-SVF-M

models for the 100 data sets. Qualitatively, these generate periodic (downward) asymmetries in

shortfall as observed in the actual empirical estimates reported in the paper’s figures. Tabulations

of relative volatilities of shortfall and long-rise confirm the visual impression. Across the 100 data

sets, the ratio of the standard deviation of shortfall to the standard deviation of long-rise averages

1.22 (with a median of 1.16) in the BVAR-SV forecasts and 1.45 (with a median of 1.26) in the

BVAR-SVF-M forecasts.

In comparing tail risk forecast accuracy, results for QR, BVAR-SV, and BVAR-SVF-M show

the basic pattern obtained in the paper. When we compare the BVAR-SVF-M model to quantile

regression with the ratio of the former’s score compared to the latter, in the case of the 5 percent

quantile score, the mean ratio is 0.98 (for an average BVAR-SVF-M gain of 2 percent), with the

BVAR-SVF-M model having a lower score in 73 percent of the data sets. With the qwCRPS-

left score, the mean ratio for the BVAR-SVF-M model as compared to QR is also 0.98, with the

BVAR-SVF-M model having a lower score in 90 percent of the data sets. The corresponding results

for the BVAR-SV model compared to quantile regression are broadly similar: Compared to QR,

the BVAR-SV model is 2 percent more accurate in quantile score, and equally accurate in the

qwCRPS-left score. Overall, the accuracy of BVAR-SV and BVAR-SVF-M tail risk predictions

are similar to one another and comparable to QR. These patterns align with the paper’s empirical

findings, in which quantile regression and the BVAR-SV and BVAR-SVF-M models are broadly

comparable in tail risk forecast accuracy.

Drawing in part on further investigation of the Monte Carlo estimates, we believe the following

two considerations explain these findings in 1-step-ahead predictive distributions. First, the BVAR-

SV specification appears to be flexible enough that the volatility estimates obtained from it are

very similar to those obtained from an estimated BVAR-SVF-M specification corresponding to the

DGP. The BVAR-SV model can be seen as a less restrictive form of the BVAR-SVF-M model, in

that it does not impose a factor structure on the volatility processes. Of course, the SV setup also

does not directly include the link of volatility to financial conditions.

Second, related to this observation, although the BVAR-SV specification assumes that “levels”

innovations to the data yt are independent of innovations to log volatility, in the data and estimates

for the Monte Carlo data, it appears that over short periods the model captures patterns of corre-
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lated shocks that yield asymmetries.6 In particular, in visually inspecting the shortfall estimates

compared to the levels and volatilities shocks of the BVAR-SV model estimated for data generated

from the BVAR-SVF-M specification, the downward asymmetries in expected shortfall for out-

put occur when the volatility of output spikes up at about the same time that there are negative

shocks to the level of output or adverse shocks to financial conditions. Such a pattern is broadly

consistent with the empirical finding of Chavleishvili and Manganelli (2019) that severe financial

shocks affect economic activity only when activity is simultaneously hit by a negative shock. Our

in-sample estimates of the BVAR-SV model with U.S. data (using our five variable specification

in the paper) display some correlations between levels and volatilities shocks, particularly for the

NFCI and to a lesser extent for GDP growth. For example, over the full sample, the correlation

of the shocks to the level and volatility of the NFCI is about 0.2, and over rolling windows of 10

observations, the correlation commonly spikes up around recessions (see the lower panel of Figure

A21), whereas the rolling window correlation of shocks to the level and volatility of GDP growth

turns negative around recessions.7 As a result, the BVAR-SV and BVAR-SVF-M models are well

suited to capturing asymmetries in the unconditional predictive distribution of GDP growth. The

BVAR-SV captures simultaneity in mean and variance shifts with sporadic correlation between the

empirical estimates of level and volatility shocks, whereas in the BVAR-SVF-M model, a shock to

the volatility factor also represents a shock to the levels of the macroeconomic variables.

7.2 BVAR-SV-CSZ DGP

Although we believe that the first Monte Carlo experiment is a reasonably accurate reflection of the

properties of the actual data, some might question whether the BVAR-SVF-M model’s estimates

and associated parameterization of the DGP used in the first experiment either understate or fail to

capture asymmetries that actually exist in the data and should be captured in conditional predictive

distributions. Accordingly, our second experiment uses a BVAR-SV model with a strong negative

correlation between the VAR’s shock to the level of GDP and the shock to volatility, which creates

a significant asymmetry or skewness in the conditional predictive distribution (for reasons detailed

in Caldara, Scotti, and Zhong (2021), with Monte Carlo evidence in their Figure 2).

This DGP modifies the specification of our first experiment to drop the volatility factor out of

the VAR’s conditional mean and add a negative correlation between the shock to the VAR and the

shock to the volatility factor, along the lines of the Monte Carlo specification of Caldara, Scotti,

and Zhong (2021). This second DGP takes the following form:

(
GDPt

NFCIt

)
=

(
0.247 −0.282

0.001 0.781

)(
GDPt−1

NFCIt−1

)
+

(
1.000 0.000

−0.011 1.000

)−1(
λ0.5
gdp,t εgdp,t

λ0.5
nfci,t εnfci,t

)
,

6The correlations in question pertain to short periods and not the overall sample. In the estimates, the shock
correlations in question are essentially zero over the full sample of each data set.

7We compute these correlations for draws of the normalized VAR shock vi,t/σi,t and νi,t and tabulate the posterior
medians of the draws of correlations.
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where (
lnλgdp,t

lnλnfci,t

)
=

(
1.292

3.030

)
lnmt +

(
lnhgdp,t

lnhnfci,t

)

lnmt = 0.738 lnmt−1 + 0.014 GDPt−1 + 0.100 NFCIt−1 + 0.030.5um,t

lnhgdp,t = 1.873− 0.090 lnhgdp,t−1 + egdp,t, var(egdp,t) = 0.015

lnhnfci,t = −2.646 + 0.215 lnhnfci,t−1 + enfci,t, var(enfci,t) = 0.015.

and  εgdp,t

εnfci,t

um,t

 =

 1 0 0

0 1 0

s13 0
√

1− s2
13


 egdp,t

enfci,t

em,t

 ,

 egdp,t

enfci,t

em,t

 ∼ i.i.d. N(0, I3).

The parameters of this DGP match those of the first experiments, except that we modestly

lower the innovation variances of the idiosyncratic volatility factors in order to increase the relative

importance of the volatility factor. The covariance s13 is set to -0.8, which makes the (contempo-

raneous) correlation between innovations to the volatility factor and the level of the GDP variable

equal to -0.8. This is the same setting used in a simpler DGP in the Monte Carlo experiment of

Caldara, Scotti, and Zhong (2021). For simplicity, the DGP does not include a correlation between

innovations to the volatility factor and the level of the NFCI.

With this DGP, we again simulate 100 artificial data sets of a total of 195 observations. For

each data set, we estimated the quantile regression, BVAR-SV, and BVAR-SVF-M models, formed

1-step-ahead in-sample forecast distributions, and computed quantiles, 5 percent quantile scores,

the qwCRPS-left score, and expected shortfall and long-rise at 5 and 95 percent, respectively. Note

that, although the DGP does not take the form of the BVAR-SVF-M model, our forecasts use

estimates of the BVAR-SVF-M model, not a model of the form of the DGP (the former has the

same qualitative aspect, but represented in a different way than in the DGP).

Shortfall and long-rise estimates obtained from the Monte Carlo data display asymmetries

sharper than those seen in the first DGP. Figures A16 through A20 present the time series of

estimates obtained with the BVAR-SV and BVAR-SVF-M models for the 100 data sets. Quali-

tatively, these generate periodic (downward) asymmetries in shortfall. Across the 100 data sets,

the ratio of the standard deviation of shortfall to the standard deviation of long-rise averages 1.26

(with a median of 1.23) in the BVAR-SV forecasts and 2.02 (with a median of 1.85) in the BVAR-

SVF-M forecasts. In this case, with the DGP featuring strong asymmetries, while both of the

estimated BVAR models yield estimates of shortfall more volatile than estimates of long-rise, the

BVAR-SVF-M model does so more than does the BVAR-SV specification.

In comparing tail risk forecast accuracy for the QR, BVAR-SV, and BVAR-SVF-M models, in

this case the BVAR-SVF-M specification is most accurate. While the BVAR-SV model continues
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to be at least as successful as QR, neither matches the accuracy of the BVAR-SVF-M model. When

we compare the BVAR-SVF-M model to quantile regression with the ratio of the former’s score

compared to the latter, in the case of the 5 percent quantile score, the mean ratio is 0.90 (for an

average BVAR-SVF-M gain of 10 percent), with the BVAR-SVF-M model having a lower score in 99

percent of the data sets. With the qwCRPS-left score, the mean ratio for the BVAR-SVF-M model

as compared to QR is 0.92, with the BVAR-SVF-M model having a lower score in 100 percent of

the data sets. When the BVAR-SV model is compared to QR, its advantages are smaller, although

some remain: Compared to QR, the BVAR-SV model is 2 percent more accurate in quantile score

(having a lower score in 76 percent of data sets), and equally accurate in the qwCRPS-left score.

Overall, these results indicate that, for a DGP featuring strong asymmetry, it continues to be the

case that the BVAR models we consider can capture tail risk at least as well as quantile regression.

In fact, in this case, the BVAR-SVF-M model is most accurate, offering relatively sizable gains over

QR. More importantly, the experiment confirms that, in data that feature strong asymmetries, the

BVAR-SVF-M model is capable of capturing them. Even so, it continues to be the case that the

BVAR-SV model projects more variation in downside risk to output than upside, consistent with

the pattern that has drawn emphasis in recent work on macroeconomic tail risks.
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Figure A11: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SVF-M as the DGP: artificial data sets 1 through 20
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Figure A12: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SVF-M as the DGP: artificial data sets 21 through 40
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Figure A13: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SVF-M as the DGP: artificial data sets 41 through 60
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Figure A14: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SVF-M as the DGP: artificial data sets 61 through 80
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Figure A15: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SVF-M as the DGP: artificial data sets 81 through 100
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Figure A16: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SV-CSZ DGP: artificial data sets 1 through 20
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Figure A17: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SV-CSZ DGP: artificial data sets 21 through 40
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Figure A18: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SV-CSZ DGP: artificial data sets 41 through 60
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Figure A19: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SV-CSZ DGP: artificial data sets 61 through 80
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Figure A20: Expected shortfall and long-rise estimates from 1-step-ahead in-sample
forecasts obtained with the BVAR-SV and BVAR-SVF-M models, with the BVAR-
SV-CSZ DGP: artificial data sets 81 through 100
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Figure A21: Correlations between levels and volatilities shocks of BVAR-SV model
estimated for 1972-2019

correlation of VAR shock with log volatility shock:  GDP growth

10 quarter rolling window full sample
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Notes: Correlations between levels and volatilities shocks of BVAR-SV model estimated for 1972-2019. The black
lines provide correlations computed over rolling windows of 10 observations, and the red lines provide correlations
estimated over the full sample of data. The top and bottom panels report the estimates for, respectively, GDP growth
and the NFCI. Correlations are computed for each MCMC draw and then tabulated as the medians reported in the
charts. Periods shaded in gray denote NBER recessions.
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