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ABSTRACT

Minimum Price Variations, Time Priority and Quote Dynamics*

This paper analyses the impact of a minimum price varnation {tick} and time
priority on the quote dynamics and on trading costs when competition for the
order flow 15 dynarmic. It finds that convergence to competitive prices can take
time and that the speed of convergence is Influenced by the tick size, the
priority rule and the characteristics of the order arrival process. It also shows
that a zero mumimum price vanation is never optimal when competition for the
order flow 15 dynamic. The paper compares the trading outcomes with and
without time pnority. |t shows that, for reasonable parametenzations, time
priority reduces trading costs because it prevents equilibia m which
uncompetitive spreads can be sustained. Finally, the paper relates (a) the
trading costs to the speed with which liquidity suppliers react to their
competitors’ offers and (b} the dynamics of the best pnce in the market to the
state of the book.

JEL Classification: B43, G10
Keywords: market-microstructure, tick size, time prorty, quote formation,
frading costs

Tito Cordella Thierry Foucault
international Monetary Fund Graduate School of Indusinal
700 19th Street NW Admirustration
Washington DC 20431 Carnegie Mellon University
USA 5000 Forbes Avenue

Tel {1 202) 623 4306 Pittsburgh 15213-3890

Fax: {1 202) 623 7607 USA

Email; tcordelia@imf.org Tel: (34 3) 542 2565

Fax:{34 3) 542 1746
Email: thierry@upf.es

*This paper is produced as part of a CEPR research programme on Finance in
Europe: Markets, Instruments and Institutions, supported by a grant from the
Commuission of the European Communities under its Human Capital and
Mobility Programme (no. ERBCHRXCT940653). The authors are grateful to



Dan Bernhardt, Bruno Biaws, Patrick Bolton, Gerald Garvey, Michel Habib,
Hugo Hopenhayn, Enc Hughson, Christine Parour and Jean Tirole for their
very useful comments. They also thank seminar participants from the AFF
Conference in Geneva, CentER at Tilburg University, London Business
School, Toulouse University and the Western Finance Association at San-
Diego. Foucault acknowledges the financial support of DGICYT grant PB93—
0388. Ali errors are the authors’ own.

Submitted 14 July 1997



NON-TECHNICAL SUMMARY

The design of trading rules 1s a central issue i financial markets. The changes
in the organization of security markets (for instance the development of
electronic trading systems) and the accrued competfition for the order flow
hetween exchanges have called for a better understanding of the costs and
benefits of different trading arrangements. This paper focuses on two specific
trading rules, namely the mandatory minimum price vanation (the so-called
‘tick’} and time priority.

A mandatory minimum prce varnation cobliges liquidity suppliers (dealers or
limit order traders) to post prices on a pre-specified grid. The tick size 1s the
minimum price increment between fwo prices on the grid. For instance in the
Pans Bourse, the tick size is at least Ff0.1 for stocks with prices between
Ff100 and F500. Mirvimum prce vanations are very commoenly used in
financial markets. The tick size varies across the exchanges and depends, in
general, on the price level.

The size and the desirability of minimum price vanations have been hotly
debated recently. A main argument against the enforcement of & minimum
price variation is that it increases the trading costs for investors. Firsi, it
imposes a minimum size for the bid-ask spread and empincal studies have
found that this size is frequently binding. Second. several authors have
theoretically shown that, in presence of a tick, pnce competition does not drive
spreads to competitive levels. According to these results, a decrease in the
tick size must entail a decrease in the trading costs.

i is not clear, however, that those results apply to all typas of market structure,
The theoretical arguments, for instance, are based on the assumption that
price competition between liquidity suppliers 1s static and that they can guote
prices after liquidity demanders submit their market orders. In most markets,
however, price competition s dynamic and liquidity suppliers post quoles
before the arnval of market orders. Here again the Paris Bourse illustrates this
claim. The contribution of this article is to show that, in this type of market
struclure, the oplimal tick size is different frem zero.

In a first step the paper provides a model of dynamic price competition
between liguidity suppliers iy which: i} a minimum price varniation s enforced;
and ii) orders arnve randomly to the market. It finds that when price
competition 18 dynamee, it can take lime for the gquoles 1o adjust fo the
competitive level (liquidily suppliers’ reservation prices rounded to the nearest



tick). As a consequence, some transactions will occur at uncompetitive prices
and the trading costs will be determined in part by the speed with which quotes
adjust to competitive levels. It tumns out that this speed is dependent on the
size of the tick. The intuition 1s very simple, Assume that the current best price
1o sell in the market 1s 140 and that traders’ reservation price is 439. Liquidity
suppliers can either undercut the current price by one tick or post a price equal
to their reservation price plus one tick {the ‘competitive gquote’). Liquidity
suppliers choosing the first option will be executed only if a market order
arnves before a competitor has time to wmprove upon ther offer. With the
second option, liquidity suppliers are certain to be executed since their prices
cannot be improved. The first option provides a larger profit in case of
execution, but execution I1s uncertain. The second optlion provides, with
certainty, a profit equal to the tick size. Now if the tick size 1s too small the first
option dominates the second, i.e. a too-small tick size slows down the process
of quote convergence to competitive guotes.

The paper formalizes thus mtuition. [t shows that the cost of a small tick is that
it increasas the time it takes for the gquotes to reach the competitive level. This
cost counterbalances the benefit which 1s that, with a small tick, the wedge
between liquidity suppliers’ reservalion pnce and the competitive quote is
reduced. Building on this trade-off, the paper proves that, in its slylized setting,
the optimal tick is always different from zero.

Because the paper models dynamic pnce compefition between liquidity
suppiiers, it is natural to consider the role of time priority as well. Time priorty
is used to allocate a trade when several liquidity suppliers quote the best price.
By this rule, at & given price, orders entered first are executed first. This
priority rule is prevailing in many continuous markets, but there are some
exceplions. For nstance, time priority 1s generally not enferced in cpen-autcry
markets, like the Chicage Board of Trade (CBOTY. In this case, the trader who
exacutes an order is chosen randomly among those who post the best price.
The paper evaluates the performance of time priority against this alternative
allocation rule by comparnng the transaction prices and the size of trading
cosis under both allocation rules.

The paper highlights one advantage of time priority; it prevents liquidity
suppliers from using bidding strategies leading to uncompetitive spreads which
can be sustained over time, This 1s not the case for the other allocation rule. It
then compares ihe expected trading costs obtained when time prionily s
enforced with 1hose obtained when time priorily is not enforced. Except for
unrealistic paramelerizations, it is shown that fime prorty minimizes the



trading costs. Overall the resulls strongly support the enforcement of time
priority in security markets.

Finally, for empincal purposes, the paper relates the guote dynamics
equilibrium to the characteristics of the order arnval process and the state of
the book characterized by the size of the inside spread. [t finds that larger
trading costs should be obtained when the order arnval rate is larger relative to
the speed with which liquidity suppliers react to their competitors’ offers. It also
finds that different patterns for the evolution of the best guotes should be
observed in equilibrium. In particular, equilibna are obtained n which initial
bidders quote immediately small spreads, which are not improved afterwards
and equilibria in which successive small price improvements (equal to the size
of the tick) are observed. These patierns are found in recent empirical studies
on limit order markets. It turns out that cases in which the best price evolves
by successive smali increments should be more frequent when the size of the
inside spread is larger than when it 1s small.



1. Introduction.

The desiga of trading rufes 1s a central issue in financial markets. The changes 1 the orgamzation of
security markets! and the accrued competition between those markets have called for a better understand-
ing of the costs and benefits of the different possible tradisg arrangements. In this paper, we study two
specific trading rules, namely a mandatory minimum price varation {the “tick”) and time priosity. Our
contribution is to analyze, theoretically, the impact of those rules on the trading costs aad quote formation

when competition for the order flow 15 dypamuc.

In many Exchanges, liquidity suppliers must quote prices on 2 pre-specified grid. The tick size 15 equai to
the mcrement between two prices on this grid® The desirability of this trading rule 15 not clear. Actually
MImuUm price variations can have a significant impact oa the trading costs tor at least two reasons. Firse
they impose a maumum size for the bid-ask spread which can result i substantial transaction costs. Harns
(1994) finds that the mmumum price vanation was binding for 48% of the quotation spreads for the NYSE
and AMEX stocks in his sample® Second it makes price mmprovements cosily. In different frameworks.
Anshuman and Kalay {1994}, Bernhardt and Hughson {1985), Chordiz and Subrahmanvam {1995} and
Kandel and Marx (1996] show that this fTiction can lead to uncompetitive spreads. According to ther

results, there 1s no benefit {for liquidity demanders} of enforcing mimmuin price vanations.

{In the contrary, we show that a mandatory, RonR-2e10 MIRNOUIN PTICE VRTIZI0D MININHZES the trading costs
when liquidity suppliers compete sequentially n prices and when no trader 1s i position to observe the
order flow before posting quotes. This 1s the case in electrome limit order markets such as, for mstance, the

Paris Dourse’  Biais, Hillion and Spatt {1903) show empincally that dvoamic price campetition between

'For wmstance the recent deselopment of electronic tradisg mechanisms.

3The lick sizg vanes zcrass Exchanges and can depend on the level ol prices, For example, 1n the Pans Beusse, the mummmum
pree vanation 5 FF8.81 {or prices below FFS§, FF0.03 for pnces between FF5and FF100, FFO.1 for pages between FF100
and FF560 and FF1 for pnces greater than F £3500. On the New-York Stock Exchange, the tick size 1s §1 for prices greater
than 31, S tor prices between $8.25 and 51 and 3;—2 tor lower prices.

1n a reiated study, Ahn et al. estimate to $12.8 million the annualized savings i transsction costs due to the decrease
\he tick size for 53 stocks quoted on the AMEX. Harris' resuft alse suggests that mumimum price vanations caa account tor
a large part of trading costs relative to other determinants (adverse selection, mventory effects, arder processing costs). This
15 confirmed by Glosten and Harns {1988} who estunate to 56.0133 the adverse selection component of the spread tor NYSE
stocks. This 15 smaller than 30.125 which s the mimmum pnce vanation for those stocks.

SCrher exampies ate the Madzid Stock Exchange, the Helsinki Jtock Exchange, the Taronto Stack Exchange, the Stackholm



liquidity suppliers plays a major roie 1n the quote dynamies in the Pans Bourse. In particuiar, they find
that after an initial increase in the spread due to liquidity shocks, the spread decreases over time as fquidity

providers compete for the order flow (See Figure § 1n the Appendix)® They write (page 1657):

“l..| the fow of order piacement i5 concentrated at and imside the bid-ask quote. A large
fraction of the order placement 1mproves upon the best bid or ask quote. Such improvements

on oae side of the quotes tend to oceur m succession {undercutting) which reflects competition

i the supply of liguidity”

Consequently it is mmportant to analyze dynamuc price competition between liquidity providers since it 1s

a feature of price formation 1n continuous limst order markets.

Many models in the market mucrostructure literature assume that dealers post thesr prices simultanecusly.
Under this assumption, it 1s obtained that deafers choose quotes equal to their reservation prices {if they
are risk-neutral then pnces are yust equal to conditional expectations)® We show that bidding strategies
with dynamic price competition have different propecties. In particular we find that 1t might take time for
the best price tc adjust to the competitive level (the expected value of the asset rounded to the nearest tick
# our setting) and that the dealers wili earn extra-profits (even if the grid size 15 zero}. Some transactions

will acear at uncompetitive prices and the trading costs will depend i part on the determunants of the

speed with which quotes adjust to the comspetitive jovel,

The size of the mimmum pnce vanation s one of these determsnants. The intuition is sumpie. Sup-
pose the ask price 1s at ieast two ticks above the competitive ask price and consider a liquidity suppiier
who wants to ebtain prionty of execution. He can choose aither to undercut of one tick, at the sk of

rot being executed, or he can choose fo quote immediately the competitive ask price 1n order to securg

Stack Exchange. Domewitz {1993} reports that 35 financial markets have leatures of efectronse limut order markets. The
unabservability of the order Sow 5 not 4 feature of all financial maskets. For mstance, m the NYSE, the specialist can

determuize his quotes knowing the size of the market arder to be executed. This gives him market power refative to limit order
traders as shown by Seppi (1986).

*See Hedvall and Niemver {1994) fot ssmilar findings for the Helsinki Stock Exchange.

%See for instance Glosten and Milgrom {1985) 1 the case of risk-nestrality and To and Stoll {1983} 1 the case of risk-
aversion.



execution. If the tick is too small, the second option is less attractive than the first one, as long as a
guote above the competitive ask price has a positive probabitity of execution. This effect suggests that 2
too small minimum price varration can hurt louidity traders. Based on this intaition, we prove that the

tick size which minimizes the expected trading costs is aiways differeat from zero in our stylised framewark.

In dynatue trading environments, time prionty is often used to allocate a trade between liquidity suppliers
posting the best price. By this rule, at a given psice, orders entered first are executed first? We evaluate
the performance of time priority against znosher allocation rule: the liquidisy supplier who executes a trade
i chosen randomly among the traders quoting the best price. We point one nice property of time priority:
spreads above the competitive spreads cannot be sustamned over time. This is not the case with the other
allocation rule. With time priority, dealers cannot share an order. This property prevents forms of implicit
collusion which can occur in a dynamsc setting with ather allecation rules. Then we compare the expected
trading costs obtained when time priority is enforced with those obtained when it is not enforced. We

show that, for reasonable parameterizations, trading <osts are lower with time poiority.

For empirical investigations, we reiate the quote dynamics to the charactensucs of the order armival process
and the state of the book charactenzed by the size of the nside spread. We find that larger trading tosts
should be obtained when the ratio of the trapsaction frequency to the {requency of new limit orders
wcreases® We also show that different patterns for the evolution of the best quotes should be observed m
equilibrium. Tn particuiar, we obtain equilibria in which mitial bidders quote immediately small spreads,
which are not :mproved afterwards and equilibnia in which successive price improvemeats are observed.
These patterns are found in the data by Bias, Hillion and Spatt (1993). Asia their paper, it turas out that
cases 1n which quetes evelve by successive improvements, starting {rom relatively uncompetitive guotes,

should te more frequent when the size of the inside spread is {arge.

Our framework is related to the model of dynamic price competition mtrodeced by Maskin and Tirole

) "Domowntz {1993} shows thal this rule 15 prevailing m many elecirome markets, There are unportant cxcoptions however.
Time prionly 15 generally not enforced in open-outcry markets like the CBOT. i 15 not enfosced on the NASDAG as well.

*The empincal literature has just begun Lo consider time between tiades and order plascements as a possible determinant
of spreads. See for wistance Hausman et al. {1992},



{1988). In contrast with Maskia and Tirole {1988), we assume that dealers just observe the best quotes
the market (i.e. the book 15 “ciosed” as it 15 the case in some financial markets}. This assumption simapli-
fies the characterization of the equilibria and makes tractable the analysis of the relationships between the
quote dynamics, the trading rules and the order arrival process. By compasing the possible patterns for
prices in equilibrium with those obtained i Maskin and Tirofe {1988}, we argue that one advantage of a
closed limit order book s that it prevents the dealers from using strategies sustaining very uncompetitive

prices®.

The role of the tick has been analyzed taking into account trading features of the NYSE (Bernhardt and
Hughson (1995) or Seppi {1996)} or the NASDAQ (Kandei and Marx (1986)). We think our framework (in
particuiar the assumptions of dynamic price competition combined with unpredictability of market orders
arrival time) 15 more adequate to describe competition for the order flow 10 electronic fimit order markets
such as the Pans Bourse. Parlour (1996) bas shown that tume prionty ard price competition can induce
systematic patterns for the order fow m electronc fimut order markets. However she does not anaiyze how
trading costs are related to the mize of the tick and the enforcement of tume priority. Recently, Dutta and
Madhaver (1996) show that collusive outcomes can be sustaned when dealers compete over time. They
consider a repeated game setting m whick dealers post sumultaneously prices at different points :n time.
On the contrary, i our framework, liguidity suppliers post thesr quotes i sequence, reacting optimally o
the quotes pested previously by their competitors. In this setting, there s a role for tume priority and we

show that this priotity rule prevents (implicit) coliusive pricing.

The next section spelis out the model and the equilibrium concept used to soive the trading game. Section
3 charactenzes the dynamics of quotes (n equilibrium whes time poiority 1s enforced and whes it 5 not.
Section 4 analyzes the policy implications of the model. Section 5 studies the robustness of the results.

Section 6 points some empincal implications of the modet. Section 7 concludes.

2. The Model.

Ia this section, we describe the simplest version of the model used 1 this paper and we present the equi-

"Fhere are other differences with Maskin and Tirofe (1988). For nstance, we zssume that the arnvai time of an order s
random and we consider the role of ime prionty.



libriuin concept used to solve the trading game.

2.1 The Traders and the Trading Process.

We consider the market for a risky asset. Time 15 continuous and s indexed by t € {0,7]. Let V be the

payoff of the asset at time T, The expected payvof will be denoted by p = E(¥).

Two risk-neutral lquidity suppliers {deaiers)!® compete for the order flow by quoting prices sequentially
at dates {0, 1, ..., 7+ L,...}. The duraticn of each period is fixed and Is denoted A. For brevity, we only
focus on the equilibrium ask prices. Our results extend to the case i which dealers choese both ask and
bid prices as long as the armval date of a buy order 15 independent of the arnvai date of a sell order. At date
r, a dealer, say dealer |, has the possibility to quote an ask price @, Then, at date 7 + 1, dealer 2 reacts
with an ask price a2, and so on. The dealer who guotes the first price, at date 0,15 chosen rendomiy. Let
aj be the quote of dealer 7 at time f. The best quote posted at time { is denoted ef*. We will follow the
convention that a quote indexed by = 15 an offer just afler the reaction of the deafer at date v. Because
dealers alternate 1n quoting prices, we have o} = ai Vit €{7,7+ 2}, if 715 the last date at which dealer ;
had the opportumity to make an offer. This model of alternating price competition aims at capturing the
fact that, in a continuous Limit order market, liquidity suppliers do not post their quotes sunultaseously
but rather sequentiaily. The mterval of time between quote revisions (A} can be interpreted as the mean
time between new offers (see Section 3). Our resuits hold as fong as A 15 strictly positive. This can te

Justified by the fact that it 15 costiy for dealers to monitor the market continuously.

Trades occur when a trader waats to buy the asset for liquidity reasons. Following & well-established tra-
dition n the market microstructuye literatyre, we assume an exogenous arrival process for those iraders.
The number of buyars’ arnvals 1 2 gven tume interval follows a Poissan process with rate AY The wast-
ng time between arnvals is therefore exponentially distributed with parameter A, Consequently, n each

wterval r,+ + 1}, the probability that a buyer will arrive to the market 1s {1 — ™2}, For simplicity, we

*1We will refer to the liquidity suppliers as dealers. More generally they can be thought as limit order traders who menitor

the market and who post linit orders opporinmstically when profits oppottunitics cxist. Bims, Hillion and Spatt {1995)
pravide evidences of the exstence of such limst order traders.

'This assumption 1s used for mstance m Garman {1976}, Ho and Stalf (1981) or Easley, Kiefer and O'Hara {1995}, Bims et
al. (1995}, Easley et ol{1995), Gouriéroux et al. {1997), Hedvall and Nicmever {1996) provide estimations ol the arnval rates.



assume that the buyers have rectanguiar demands'?, Namely, a buyer purchases L units of the asset if
the best ask price is fower thap or equal to Rg. Consequentiy Iig 15 the maximum ask price which can be
quoted by the dealers. Alternatively we could assume that there already exists an ask ptice m the book,

Just above Ry, when deaiers starts competing. This would give the same resuits. Liquidity traders and

dealers have the same information.

It 15 conventent to assume that the payoff date T is randem and exponentially distributed with parameter
7- This guatantees that the model 15 stationary and simplifies the cerivations. The price competition
game between the dealers stops when 3 trade occurs or when the payofl date 15 realized. We denote { the
date at which the trading process stops and & the date of an order arnval. Wity these assumptions, the
dealers just compete for the next order to arrive i the market. Consequentiy the model 15 best viewed
as describing price competition and quote adjustiments sefween trades. However, It 15 easy to see that our
framework could be embedded I a sequential trade model {see, for mstance, Easley and ("Hara (1992)).
In this case, after a trade, {1} the dealers cancel their offers {ii) new public izformatien arrives and {it} the

dealers enter into a new round of brice competition. The game which 15 anaiyzed here can be viewed as

one round of this trading progess.

Risk-neutrality and the absence of asymmetric mformation between dealers and potential Buyers smply
that dealers’ reservation PIICes are qust equal 1o the expected vefue of the asset. The model could be
medified i order to Incorporate risk-aversion or asymmetric information, In our framework, risk-aversion
or asymmetric information would create a wedga between the dealers’ reservation prices and the expected
vaiue of the asset’ but would pot change qualitatively the dynamics of quotes to these reservation prices.
This 15 this dynamic which is the focus of the paper. As the effects of risk-aversion and asymmetric 1nfor-
mation on the quotes are well-known and will not interact, i our framework, with the effects coming from

dynamic price competition, we Just ignore thers for simplicity.

PIna previous vermon of the paper, we azalyzed the case sn which the otder flow was prce dependeni. The results are
qualitatively the same as those obtaned in this sunpler framework.

YSen, for mstance, Glesten and Milgrom (1985) or Ho and Stoll (1981



2.2 Market Structyre.

The set of possible prices is discrete and 15 characterized by the size of the mimmum price vanation: ¢.
We denate by {(p)~ and (p}* the prices on the grid respectively immediately strictly lower than p and
greater than or equal to p. We assume that p — ()" = (p)* —p = £, 1e. the position of the expected
value is half way between a tick. The set of possible prices 151 P = [, (i), g (D), o0 p(5), .o} with
p{i}) = {#)~ + tg,: € V. For technical reasons, we will assume that P is finite. Liquidity traders’ reserva-
ti0n price 1s on the grid: Ry = p(k) with k > 2, for the problem to be of interest. In Section 4, we consider

the impact of shrinking the price grid on the trading costs.

A buy order 15 execuied against the best quote at the time of his arrival {price priority rule). In case of
ties, we will consider two aiternauve allocation rules. The first 1s the tume priority rule (TPR) which 15
used m many electrome trading systems (e.g. the system CAC, s the Paris Bourse). In this case, the
first dealer to quote the eligible price executes the trade. With the second allocation rule {RAR], the
dealer who executes the order 1s chosen randomly among the dealers quoting the best price. Such a rule is
implicitly! used in open outery markets {e.g. futures markets such as the CBOT). In this case, the resuits
serve as a benchmark against which we evaluate the performance of time priority. Ye note that, under
our assumption of risk-neutrality, the random allocation rule and the allocation rule which splits equally 2

trade among the liquidity providers give the same outcemes m equilibrum's

For tractability, we assume that the book 15 “closed”, r.e. only the best nuotes are displayed. This implies
that a dealer who has strct prionity on the ask side, does not observe the quote posted by the other dealer

on this side of the market, Some contmuocus markets (for instance, the Tokyo Stock Exchange or the

NY3E) have features of a closed limit order book market!®

2.3 Two benchmarks.

MSee Massimb and Phelps (1994} on this paint.

Y Hiws et ol (1986} study the impact of proaty rules based on quantities w a static model of price-guantity comgpetitian.

They show that in case of risk-aversion the tandom allocation rale and the equal splitting rule vield different trading outcomes.

"This rule 15 also used 1n some faboratary studies of sssel mackets (see Friedman {1993)). in some markets, howover, o
larger set of bids aad asks are displayed. (n the Pans Bourse, partiapants ehserve the 5 best offers ea cach side of the market.
in our model, this element of the market structure will be used Lo rale out some collysive equifibna



It bas often been assumed in the empirical literature on price discreteness that, i presence of 2 munimum
price variation, the best quotes are determined by a rounding mechanism {for instance Gottlieb and Kalm
(1985)). Namely the best quotes are equal to the reservation price of the dealers rounded to the nearest
tick, 1e. p{1}in our framework. Therefore p{1}is a first benchmark to which we will compare our results.

We will refer to p(1) as the competitive price and to B(1) — g a8 the compelitive spread,

Another natural benchmark 15 the equilibnum which would be obtamed if dealers were posling price si-
muitaneously as it is generally assumed 1n models of market microstructure, [n the case of the random
allocation rule, it is straightforward that p(1) or pf2) are two possible Nash equilibria. Obviously the
multipiicity 1s due to the existerce of the munimum price variation. [t 15 aiso due to the fact that we only
consider, for the moment, two deaiers. When the number of dealers 1s greater than or equal to 4, 1 15
strughtiorward that p(1} is the umque equilibrium. In Section 5, we show that this last result does nos

hold any more wher price competition is dynamic.

2.4. Pricing Strategies and Equilibrium Defnition.

We turn now to the definition of the equilibnum concept used to soive the trading zame. This definition 15
not completely strasghtforward because the zame is dynamic and dealers’ information on their cormpetitor

's quote can be imperfect. For this reason, we detail the different steps.

2.4.1 Expected Profits,

A dealer ‘s expected profit upon execution depends on the position of his quote relative to his competitor
‘s quote and in case of ties, on his prioriiy status. In order to keep track of priority, we define the indicator
variable ¢ which takes the value 9 when ; does not have strict priority of execution at the best quote and
Lif j has strict priority. I q = 0, 1t is the case that j has either equal prionity (with RAR) or no priority.
We denote by [[;{a}, ¢/, a]} dealer j 's expected profit, conditional on Lhe arnval of a buy order at time ¢

given the quote af of his competitor. W have for h,j € 1L,2}, R



0 if af>at
D if afl=c ond ¢ =0 under TPR
Uit qfal) = { L{ai—p) if

N4

=a} and ¢ = 1. 8]
Lal~p) if al=a* and g =0 under RAR.
Lol ~p) if of <o}
Of course, if the game ends before an order arnival, the dealers obtain a payofl equal to zero. We denote
s{ = {6f",q} the public mformauon on the state of the book relevant for dealer ; at time & This
mformation will be updated at dates r € {0, ,...} according to the actions of the different dealers. The
following equations describe the possible vaiues for 5 according to dealers’ offers:
m=s Vieir,r+1f
s =(ai, 1) if a<ab
st={af 1) if ai=uaP end ; has strict priority  at  ai {(2)
51w {ai‘,ﬂ) if ::{; = a’,‘ and ; dees not have strict priority at ai
si={ah,0) if eh < at
The first equation is a consequence of the assumpuon that traders’ quotes are constant i the mterval
7,7+ 1). Just before the quote revision at date r, the information for 7 1s 5i_,. Consequently let
Hi_, = UiSi "' sl e the trading history observed by 7 until date . It s straightiorward that a dealer

can infer the trading history observed by his competiter using his own trading history.

A dealer ’s bidding strategy specifies his quote, each ume he has to react, as a function of the trading
history until that time, We will only consider pure strateges. For given strategies of dealer | and 2, the

next lemma provides a simple expression for the dealers’ abjective functionsi®.

Lemma 1 = For gwen bidding siralegies of the two dealers, a deater s ezpecied profit at date 7o, condi-

tieng on continuation of the Irading process until this date and the trading history ws:

: gy —
B (af g af) 12 708 5, i) = 3 (71800 = 9™ I(al ghoad) @

Trtg

"We assume that dealers discouns factor 1s one since the dynamic iteractions which are described here take place over
very shogt penieds of time 18 practice.



with R € {1201 # h, & = [ - ™8 ang [T .(ah, o4, al) defined in Equation (1).

All the proofs are given in the Appendix. The ntuition for this iemma 15 as follows. First remark that
dealers’ profits are constant over iptervais ir,7+1). Second (ﬁ)@ 1s the probability that an order aryives
m aa mterval Ir, v+ 1) before the payoff date 15 realized. Fizally (1~ $)"=™! is the probability that the

game will not stop before date +.

2.4.2 Beliefs Formation.

Consider a dealer who 1s gyven the opportumty to make a new offer 2t date 7. Certainly his offer will de-
pend on the public mformation on the current state of the book: s1_,. When the dealer does nol observe
his competitor ’s offer (2 consequence of the fact that the book 15 ciosed}, his offer will aiso be determined
by his belief concermng the position of this offer. Let a(HI_) be this belier which can be a function of
the observed trading history. We cail toi_y 8(HI )} the state of the market at date + for dealer ;. We
will restrict our attention to markov pure strategies'®, 1o strategies which are functions of the state of
the market but not directiy of the trading history. Moreaver, we will consider only symetnic sirategies:
the two dealers behave 1n the same way tnt the same state of the market. Under these restrictions. we can
represent the bidding strategy by a reaction function R{.} which gives the pnice chosen by deater j, when

he has the opportunity to make an offer, for each possible state of the market!?

Consider a potential candidate B(.) for an equilibrium. When a deater observes his compentor s quote
{he has not strict prionsty] then &{H? )= «T.,, When he does not observe his competitor ‘s offer {strict
prionity ), we distingusk two cases. First if Sry = el 1} s on the equilibrium path then a deater ‘s
belief must be consistent with the equilibrium reaction of his competitor 2t the previous period. e X%
a{f_ |} w= R(st . a(HE 0 I si_, = {a™ .1} s ous-of-the equilibrium path then the beliels are arbi-

trary. We assume that &(HI 1) =al; + g m this case. As discussed 1 Section 3 (Remark 1}, this choice

Sec Maskin and Tirole {1293} tor a mote formal discussion of markoy strategies.

P Because the trading game 1s stationary, we take the rezction function to be stauenary, e, it does not depend directiy an
e,

*Here we use the fact that dealers: trading history i public information. Consequently dealer ;7 knows {57 4, H2.;) and
congeciates correctly a(HY ;).
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is without consequence for our results.

The dealers’ bidding strategies form a Markov sequential equilibrium if 1) the strategies are Markov, if) the
dealers form their beliefs on their competitors’ quotes as explained above and i) for each possible state

of the market, the quate posted by a dealer maximizes his expected profit given the subsequent actions of
his rival and himself.

Lemma 2 : Consider a irading history B!_, which leads at date 7 to the follownng cbservation for dealer

20 5h_ = {p,1}. If this vbservation belongs Lo the equilibrium path then &(H71_;) = R{p,0,p})-

This lemma means that dealers’ beliefs on the equilibrium path have always a simple structure: a deater,
quoting the best price p, who does not observe his competitor ‘s quote must believe that the latter has
quoted the best response to the current best cuote p. This smplies that m all the cases, the only part of
the trading history which is useful to form the beliefs 15 the current mformation on the state of the book.
This allows us to simplify our actations. From now oa, let A{p, 0} be the optimal reaction of a dealer when
he observes the state of the book {p,0} and let R{p, 1) be his eptsmal reaction when he observes the state
of the book {p,1]. It will be implcit that if {p,1} 15 on the equilibnum path, the dealer believes f(p, 1)

to be his competitor ‘s quote {Lemma 2) while if {p, 1} 1s not on the equilibrium path, he believes p+ ¢ to

be his competitor s quote.

2.4.3 Equilibrium Definition.

Given a reaction fuaction R{.}, let V(sl_;) be dealer j °s expested profit given that i) the state of the
book s s5_,, i) j is aboul to react and iii) from date =+ | on, bath deaters will behave sceording to the
reaction function R(.). We also define W{si_,,al_,) dealer j ‘s expected profit at date 7 in state s7_,
given that his compelitor 1s about to react and that 7 chose al_, at the previous date. Using Lemma 1,

V{.} can be expressed by the dynamic programmng relationship?!:

V(s = may (IR 0] + (L= 2W (st a5) )

3ee Maskin and Tirole (1988). Asn thewr paper, we can apply dynamic programming because the set of prices w finite
so that the conditional expecied profit [unctions are bounded. We foliow closely ther notations here.
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and W{.,.) must be such that:

W(52,85) = (3o @I (R(SH) 1, 5] + (1= 81V (s2,0) )
Adq

where the evolution of the available information on the state of the book, between dates r and r + 1,
15 determined by dealer 7 's quote ai date T and henceforth by the actions prescribed by the reaction
functions, accordiag to Equation (2). A reaction function 1 2 Markev equilibrium if B{sl_,) 15 solution
of Equatien (4) for each state 57, given that dealers’ beliefs on thesr competitor 's guate are specified as

explamned in 2.4.2.

3. Quote Dynamics in Equilibrium.

In this section, we analyze the possible patterns for the quotes m equilibnium, first when tima priority is
enforced and second when the random allocation rule 15 enforced. We refate these patterns to the size of

the munimum price variation, the waiting time between pew quotes and the frequency of liguidity tragers’

armivals.

3.1 Equilibrium with Time Priority.

Whea 2 dealer 15 about to react, ke has basically two choices. He can improve the best price by one or
several ticks. [n this case he captures price and time pnionty. Or he can choose to match the best price
or to quote a higher price, at the cost of losing price and time oriority for the aext period, The next
propasition establishes that the second option 15 never optimal when a trader does not have time prionty

as long a5 the price 15 greater than the competitive price p(1).

Proposition | Consider p a best quote on the equilibrium path and RB(.) an equilibrium reachion func.

tign,

L. A dealer atways wnproves p if he does not have time priorily at this price and if this price s greater

than ar equai to p(2), ve.. B(p,0)<p if P2 p(2).
2 Ifp=p(1) then R(p,0} 15 equal lo p{1} or p(2).

3. {f p = p(1) then R(p,1} 15 equal to p{1).



Proposition [ restricts the possible patterns for the the best price ia equilibnnm. The first part implies
that the best price will necessarily decrease as long as it 15 greater than the competitive price. The second
and the third parts imply that it will not change any more once the competitive price is posted. Ore
could argue that this 15 the prediction of the static mode{ of Bertrand competition. This interpretation 15
misleading for two reasons. First, either one considers that the static model predicts an mstantaneous ad-
Jjustment of the best price to the competitive price or admits that it says nothing concerning the dynamnics
of the adjustment. The next resuits show that the speed and the dynamies of the adjustment can vary
according to market conditions when price competition is dynamic. Second, m view of the results obtaned
by Maskin and Tirole (1988), convergence to the competitive outcome should not be expected. Indeed
one should expect the prices lo converge to a greater price than p(1) or to never settie down, cycling for

mstarce, between Ry and p(l).

There are two reasons, related to market structure, which explain that we do not obtamn the same type
of results as Maskin ard Tirole {1988). First, dealers do not observe the pnice of their rivals but only the
best price. This prevents a dealer from raising his quote above the best price 1z order to mduce his nival to
also rasse his quote {a possible form of collusive behavier i equilibrium as shown by Maskin and Tirole).
Actuaily 2 dealer, say !, cannot make public 1 a credible way that he has raised his quote to a given
level. If dealer 2 was 1o follow, raising his quote to the jevel immediately below the quote dealer © ¢laims
to have posted, then dealer { would have an incentive to undercut desler 2 “secretely™, m the first place.
This s remimscent of the mechamsm at work in the static model of price competition. In fact, here, the
dealers’ information set is intermediate between the case m which the deaiers have no information on their
competitors’ offers (as 1n static Bertrand competition) and the case in which they observe parfectiy those
offers (as in Maskin and Tirole). The result stresses the importance of the market rules concerning the
information available on the quotes posted i the market for the outcome of price competition between
liquidity suppliers. A second reason 15 that time priority prevents the dealers from shenng the market.

Therefore, the dealers will improve wpon their competitor s offer until no further profitable price improve-

ments are possible.

With Propasition { at hand, we can now derive the dealers’ bidding strategy in equilibnum. This 15 the

next proposition We will denote the greatest integer strictly lower than z by ||z}}.
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Proposition 2 : The followng reaction function 156 sequential Markou equilibrium of the dynamic price

campelition between dealers when time priorily 15 enforeed:

—

. R(p.0y=p—g if p(E+2)SpS s

o

R0 =p1) if p()EpSplt L)

3 R(piy=p if plit+1)<ps Be

L

Ry, ) =p(1) if pl}Srps p(i™)-
with p(i= + 1) = (p+ #)F = oL+ 155 lo-

~The intuition for Proposition 215 as joliows. Consider a dealer who is 2bout to react to a quote p strictiy
greater than the competitive price. He faces the following trade-ofi. He can secure execution but at o iow
price, p(1} relatively to the current quoie. He can obtan 2 better execution price by slightly improving
the curreni quote but 1n this case fe runs the risk of bang undercut and finally non-executed. For a miven
tick size and for a gaven frequency of arrvals, the soluticn t0 this trade-off is determuned by the position
of the best quote. When the difference between the best guote and the asset axpected value is sufficiently
targe {i.e. whea p~p > p{i* + 1) — ph the optimal decision 15 to 1Mprove the current quote by only one
tsck. Tor lower markups, the deaier will improve onee for all the best price, quoling p(1). For a given
quote p, the dealer s bidding decsion 18 determuned by the probability that ar ordes wili arrive before his
competitor reacts (&) and the wck size. When @ s large, the execution nsk when the dealer just slightiy
ymproves his competitor 's quote 1 cmall. When the tick size 18 smail, the deater must quote a very 1ow
price to secure execution while he can seize, temporatily, priotity at the cost of & small price 1mprovement.
[n those two cases, small price umprovements, despite the execution nsk they entail, are more attractive
than a jump once for all to the competizive price p(1}. This explans that p{i~ + 1) 15 decreasimng o & and

increasing i the tick size. Proposition 2 has an rmmediate coralary:
Corollary 1 In equilibrium, the dynamacs of the best ask price &1 the markei ts as follows:
o™ = Rp-7g for TETieR 8)

a” = p(1) for T > TTpR )]

with 73 pp = DAL (See Figure 2).
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Corollary 1 describes the dynamics of the hest price in equilibrium, given the buyer ‘s reservation prices

or the initial state of the book. Let denate by T7pp, the time it takes for the quotes to converge to the
competitive lavel:

Trpp = Maz{rypp + [,0}A (83
which gives:
. Rg—p | $ 4
TTpﬂﬂ Max{——5-—+5m L{“WWQ(I, ‘B,Q}A (Q]

As shown 1 Section 4, Trpp influences the size of the trading costs. When the markup between the assel
expected value and the buyers’ reservation price or the initial quote in the book is sufficiently large then
prices will not adjust immediately. Moreover 2 decrease in the tick size increases the leagth of time durmg
which the quotes are greater than p(1). Actually a decrease i the tick lowers i) the price {p(i* +1}) at
which the dealers find it profitable to quote the competitive price and H} the size of price mmprovements
in each period. 7 is weakly mcreasing 1o tae arrval frequency {A) and mereasing in the waiting time
between quote revisions (A). The execution prabability of a dealer in a given period increases with those

parameters and consequently such an sncrease reduces the competitive pressures.

The results of this section show that uncompetitive spreads can be quoted even when the dealers do not
cooperate 1o set prices. This occurs because i) the dealers set prices sequentially and not sumultaseously
ard iij there 15 some uncertamniy concerming the arnval date of an order. Interestingly, factors such as
price discreteness and the waiting time between offers or erder arrivals are shown to affect the pessibility

of uncompetitive spreads, However time priority and a closed book are sufficient conditions for the mside

spread to converge to the competitive level??

Remark 1. The proaf of Proposition [ does not rely on the specification of dealers’ beliefs oat-of-the equi-
libnum path. This entails that the quote dynanucs which will be observed in equilibrium 15 independent of
this specification. In particular the price pl" -+ 1} at which a dealer chooses to “jump” to the competitive
price would be the same for other chowces for the beliels out-of-the equilibrium path. However, the reaction

* Priedman (1993) finds experimentally that spreads are lazger 1n open book environments compared to closed book cavie
ronments. This 1 corststent with anr zesuits,




of the dealers for states out-of the equilibrium path in Proposition 2 depends on our specification. Conse-
quently, strictly speaking, the equilibrium we have derived here 1s not the unique eguilibrium. Nevertheless

this 15 inconsequential for the measure of trading costs which are deternuned only by the evolution of the

best guote on the eguilibrium path.

3.2. BEquilibrium without Time Priority.

In the iast section, we proved that there was no price at which it was optimal for a dealer to post a price
above the best quote (in order to iduce his competitor to do the same). As shown m the next proposition,
it is stil true with the random allocation rule. This is a property of price formation in markets with closed

order book rather than a coaseguence of the allocation rule.
Proposition 3 - Let R(.) be ar equilibrium reaction function.

i. Consider p o price on the equilibrium path. It 15 necessarily the case that: RB(p,0) < p.

2. If 6 15 on the equilibrum path and such that B(5,0) = # then Vp > §, R(p,8} € [, p). Moreover i 15
necessarily the case that 5 > p(2).

Proposition 3 (parts L and 2} shows that in equilibrium, the dynamuics of prices withoat Lime priosity 15
similar to the dynamucs with time priornity: the best quote converges to a price at which no [urther price
improvements take place. We call a price with this property a focal price. The mam difference 15 that
this price 35 strictiy above the competitive price and at teast equal to p{2). This s to be compared with
the case 1 which deaiers post nices simuitaneously for which the competitive price 15 another possible
outcome. Moreover, when time prictity 15 enforced, we have shown previcusiy that the competitive price
was the only possible focal price. The next result shows that there i5 always an equilibrium 1 which p(2)

1 a focal price. Proposition 5 states that even more collusive prices car be sustamed for some parameters
values.

Proposition 4  For oll the paramelers values, p(2) 15 a focal price which 1s sustamned in equilibrivm by

the following reaction function:

L RpO=p—g if pdi<p<in
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2. R(p,0)=p(2) if p<pd
4 Bp)=p if pd)SpsRs

4 Rlp, Wy =p(2) if p<pl4)

As in the previous section, the next corollary gives the dynamics of the best price in this equifibrium.

Corollary 2 = In the prewious equilibrium, the dynamics of the best price 15 as follows:

m

a™ =HRpg—-rg for T<TRAR (x0)

an =p(2) fer 1> Thar {11}
with Thap = E‘P—%’Jﬂ.

As with time priority, the bidding stratepies depend on the the size of the initiad spread (Rg — p) and
the minimum price variation. Defining T x a5 in Equation (8), it s direct that the time it takes for
the quotes to reach the focal price 15 weakly increasing with the injtial size of the spread {Rp — n) and
weakly decreasing with the size of the tick for the same reasons as with time priority. The main difference
15 that 75,5 16 not ifluenced any more by & which mfluences the execution risk. This reflects the fact
that execution risk 1s much fess a comcern 1 absence of time priotity. The imtuition 15 straghtforward.
With time priotity, a dealer runs the risk of not partiapating to the next trade if he does nat guote the
competitive price. This risk increnses as ® decreases. With the random aliccation rule, a dealer has al-

ways the possibility to avoid non-execution by matching the quote of his competitor if the latter quotes (2.

Can we have greater focal prices than p(2)7

Proposition 5 - For ® € {%,% , il 1s possible to sustain higher focal prices (namety p(4) or p(6)) =
equilibrium {if R s suffictently large].

For intermediate values of ®, we find that very uncompetitive prices ¢an be sustamed. These prices are
greater than those which can be obtained when dealers quote ther prices simultaneously. The mtuition
15 as [ollows. First & should not be too high, otherwise the temptation to undercat 15 strong at any

candidate to be a focal price above p(2). Moreover a price greater than p(2) can be a focal price onby if

17



a dealer, say dealer |, expects to be undercut if he undercuts the focal price. If dealer 2 just matches
dealer 1 ‘s offer when the iatter undercuts the focal price then it becomes optimal for dealer 1, i) to un-
dercut the focal price and 1i} to raise his quote in two periods to the focal price™. But in order to nduce

a dealer to undercut his competitor when the latter has undercut the focal price, $ shoald not be too smail.

The resuits of this section show that the random ailocation rule creates epportunities for collussve behaviors
which are not present when dealers quote their prices simuitaneousiy {Proposition 5} or when time priority
15 enforced (Proposition 4 and 5). This emphasizes one beaefit of time priority: uncompetitive spreads
cannot [ast with time priogity while they can if it 15 not enforced. Time priority prevents the dealers from

using bidding strategies by which uncompetitive prices can be sustaned m equilibrigm.

Remark 2. With respect te the specification of the beliefs out-of-the equilibrium path, the same com-

ments as in Remark { apply here.

4. Policy Implications.

We examine now the implications of the model for the choices of the tick size and the sriority rale n
financial markets. For simplicity, we just consider the limit case m which ¥ = 0. This is because the
expected trading costs zre nat defined if the game stops before the order arrivad time. Qur conclusions
are stili valid {qualitatively) if we assume v > 0 and if we specify, arbitrarily, the expected trading cost
to be zero if the game stops before the arnval of a market order. Whea v = 0, $ 15 just the execution

probability, m the next interval of time, of the limit order with execution priosity.

4.1. Tick Size.

It has often been argued that, without a mimmum price vanation, price competition will drive dowa lg-
uidity suppliers’ quotes to their reservation prices. Consequently a zero muntmem price variation minimizes

the inside spread. This intuition is correct when liguidity suppliers quote their prices simultaneousiy??

*This will bang back the best price permanently to the tocal price according to our specification of the beliels out-of-the
equilibnum path.
*See Section 2.3, Sec also Anshuman snd Kalay {1993) or Kandel and Marx (1996).
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The previous results suggest that this intuition does not hold any more when the competition for the order
flow is dynamic. Actually, a too small tick will lengtien the time it takes for the spreads to adjust to the

competitive levei and this ean raise ultimately the expected trading cost.

In order to examine this pownt more formally, suppose that the tick size is g(0) = g and that one considess
using a finer grid size: g{n) = ”z"n""“;”f n € I, Shrinking the grid i this way makes sure that 15 always
nall way between a tick and that Rp stays on the grid. Consequently, the equilibzia obtauned for a grid
size g{n) are the same as in Section 3, replacing g by g{n}. In the case of the random allocation rule, we
onfy consider the equilibrium described 1n Proposition 4, which is the less callusive. Coasequently we give

its best chance to this allocation rule agamst time priority.

Let TC(n) be the trading cost obsamed with a grid size g{n). It is measured by the difference between the
transaction price and the expected value of the asset. When time priozity 15 enforced, Corcliary | imples:

TC(n) = g ~p if Ser,r+1} and 66X Trpy (12)

p(l)=p if 8> rppp

The definition of the trading cost is the same when the random allacation rule is used except thal 77pp
15 replaced by th,p5 and p{1} 15 replaced by p{2). The trading cost is random because the transaction
price depends or the order arnval ume which is random. Moreover it depends on the tick size because the
minimum price vanatios miluences both the difference between the tramsaction price {at a given paint in
time) and the asset expected value (it patticular {p(1) — 2)) and Tfpp (of Thag). We search n* sucn that
the grid sze ¢(n") minimizes the expected trading costs E{TC(n)). We suppose that g{0) 15 sufficiently

large so that there is some room for 2 decrease in the expected trading cost with a finer grid®® We obtain

the following result.

Proposition 6  For all & > 0, the optimal tick size 15 always strictly greater than zero and depends on

the priority rule:

*This condition 15 satisfed as soon as g{0} ts sufficzently latge for the sssoaated 7° to be fower than © {or Dotk allecation
ruies. We impose this condition just to avoid the case i which the grid should be enfarged in order to mmmize the expested
irading costs s that n* = & would be the only solution b our {ramework.
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(i) With time prority, the oplimai tick size 15 g{nypp) with nhpp = U.QW —1]] ard &) =
L5

{ii} With the random allocation rule, the aptimai tick size ts glnfan) #2822 & and g{npp+ N ifE < @
with n,p = l_i(.n—?—ﬁ);; = 1)1}, (® 15 defined in the uppendiz. ]

When time priority 15 enforced, the intuition 15 as follows. On ane hand, a small tick reduces the expected
trading costs because it forces the dealers to quote 2 price very close to ther reservation value if they want
to capture time priority once for il {i.e. if they want to be executed with probability one). On the other
hand, it reduces the dealers’ incentives to guote the competitive price immediately. This second effect
mcreases the length of time dunng which the inside spread will be greater than the competitive spread.
This :acreases.the probability of arder execution at a relatively high price and the expected trading costs.
A titk bouaded away from zero balances optimally those effects. We note that the optimal tick size 18
mereasing in $. This reBects the fact that the option of quotiag a large spread, at the risk of losing priority
of execution, becomes more attractive in this case. The tick must increase to counterbalance this effect.
The same ntuition 15 valid when time prionty 1s not enforced. The main difference 15 that the optimal tick
15 much less sensitive te ¢. This 1s due to the fact that the dealers have no incentive to quote the lowest

possible spread at the imitsal stage, even when € 1s small, as long as Rg 2 E3N

The madel establishes a rationale for the use of munimum price variations. However we recogmize that it 1s
too stylised to pont what skould be the deternunants of the aptimal tick size. Perhaps this question must
be solved ultimately by empincal methods {see for mstance Harris (1994} or Ahn et ai. {1996)). We offer
two remarks which could be usefus for further empincal mvestigations on this ssue. First whatever the
allocation rule, the optimal tick size is weakly increasing with ®. This parameter 15 pegatively related to
the average waiting time between liquidity trader arrivals (A=) and positively related to the waiting time
between dealers’ arrivals {A). In the model, the tick size should be small when the offers arrive sufficiently
rapidly relative to the frequency of liquidity trader arrivals. We conclude that the optimal tick size mught
be related to the transaction frequency {u proxy for A) relative to the frequency of new offers. Second
the optimal tick size is oot the same with time priotity and with the random altocation rule. Since the

allocation rute s another dimension of the market stricture, this suggests that the optimat tick size might



be dependent on other aspects of the market structure?s,

4.2 Priority Rule.

First we remark that the comparison of the equilibria with and without time priority shows that time pri-
ority precludes bidding strategies by which dealers can sustain uncompetitive spreads. In cases for which
unplicit collusion might be a concern and time priority is not enforced?’, the model suggests that time

priozity could be used to preveat implicit collusion.

The next propesition compares the size of the expected trading costs for the two allocation rules and

qualifies a bit the last statement.

Propesition 7 = For a gwven minumum price variation snd Rg > p{2}, the ezpected trading costs are

muntmized when time priorily ts enforced if © < 3 while they are minimized when the random allocation

rule 15 enforced if & > &* with §° = 28

Surprismgly, for sufficiently large vaiues of &, trading costs can be higher when time prionity is enforced.
The intuition 15 as follows. Consider a dealer who is about to move i state p(4). With time prionty, this
dealer compares the expected gam if he undercuts with his expected gain if he quotes p(1). It turns out
that for & > €, the first alternative is better than the second {in fact it is better for all prices greater
than p(2)). With the random allocatian rule, the dealer 15 aiways better off quoting directiy p(2). Con-
sequently, trading might take place ai quote p(3) with wme priority while this will not occur with the
random allocation rule. Combined with the fact that the probability of execation at a relatively high price
15 farge when @ > $°, this gives the result. This is illustrative of one poteatial cost of time priority. The
focal price with time priotity (the competitive price) is lower than the focal price without tme prionty

but it might take more time to reach the focal price when time priority s exforced. However, reasonable

*In the same line, we have already cmphasized that the difference of resuit with the previous literature concermng the
aptimal tick size comes from the fact that we model different market structures.

¥ Dutts and Madhavan (1998} and Kandel and Marx (1996) argue that the empirical results of Christie and Schultz {139%)
concerming dealers’ pricing strateges i the NASDAQ can be explamed by impliait collusion among dealers. They do net

consider ttme priority since NASDAQ does not eaforce time preccdence among dealers’ quotes {except in the SOES system

which represents a smaslt {raction of the arder Sow}.
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parametenzations for @ are likely to be in the range in which time priority 15 opiimal. Moreover, remund
that we have considered the least collusive outcome for the Random Allocation Rule. Overall our resuits

support the enforcement of time priority.

5. Extensions.
5.1 Randem Waiting Time between Dealers’ Offers.

In the previous sections, we assumed that dealers were moviag 1% turn aad were checking their quote at

fixed points 1n time. A more palatable assumption 15 that the time mterval between quate revisions 5

random.

Specifically, assume that the time between quote revisions by a given dealer is exponentially distributed
with parameter r. A difficulty arises when the dealer who considers revising her quote has strict priorsty
at the best quote since the last time she moved. Actaally, 1n this case it can be that either her com-
petitor has not revised his quote yet or that her competitar has not unproved upon her quote. Although
this will ot change the results obtmned previously, this uncertamty would make the presentaticn and
the derivations of the resuits substantially mose wnvolved®® In order to avoid this problem, let simply
assume that a dealer in this situation recetves some information which allows to distinguish between the
two cases mentioned above. Under this assumption, it 15 straightforward that a dealer does not change her

quote as leng as she does not observe or fearn that her competitar has revised his quote since her last move.

We denote by 7(k) the date of the £* quete revision such that the dealers acting at dates F{k) and
#{k+1) are different. The fast remark of the previous paragraph implies that the dealers’ expected profits
conditional on the arnval of an order in the mterval [#(k}, 7(k + 1)[ are constant. Moreover they just
depend on & and not on the date m(&) at which the order revision takes place. In this case, some algebra

shows thal the expected profit of a dealer revising his quote at date 7k} can be wntten as:

The intuition that the results are unchanged is as follows. In this case, dealers must sssign a probability to each of the
two possible cvents. Then we can praceed as in Section 3 to show that the probability of a dealer not improvizg upon the

bust guote must be zera i equilibnum. As a consequence, the equilibria will be of the same type as the equilibna described
i Sechien 3.



e = A r
E(U;(ab, ¢, a) | I > 7(R)A, B? = 3 (oY) 0,{a" . ¢ s 027 13
(Hy(af, o) E2 (R rte-1y) g(A_§_7+r)(/\+7+r)) (a5 ‘?i(t; Ty (19

with 7 # h and {3,A} € {1,2}. Definng ¢' = ﬁ? we got:

E(H(al, e [ T2 r(b)A, HDy ) = ji:(ﬁ)‘f"(l = ¥V R (0, 2 ) {14)
Equation (14) shows that formally the random waiting time modef is the analogue of the model 1n which
dealers were aifernating 10 queting prices at discrete poiats in time {®' playing the rofe of $). Conse-
guently, the resuits obtamed are still valid in this case. For v = 0, the execution probability (@) of the

best quote is mereasing 1. the ratio 2 This remark 1s used when we discuss the empirical implications of
the model.

5.2 A Large Number of Dealers.

Two properties of the equilibria obtaned with two dealers are crucial for our policy umplications. First,
the adjustment of the best price to the competitive price is not immediate. Second, when time priority s
rot enforced, uncompetitive spreads can be sustained in equilibriem. We arzue now that these proparties

still hold when more than two lquidity suppliers compete for the order flow.

With time priority.

One might wonder if the the adjustment of guotes to competitive levels 15 not faster when one enlarges
the number of traders. In order to deaf with this concern, fet consider a polar case in which the number
of dealers is large s0 that sach dealer has the opportunity to move only once. In this case, the anaiysis 1s
simplified since 1t cannot be optimal for a dealer to post a price above the best price. In fact, since the
dealers are offered only one opportunity to make an offer, we can dispense with our assumption that the
book 5 closed. The chowce of a dealer arriving at date 7 is cither fo guote p{1) or to quote @7, — 9. A

dealer will undercut the best quote by only one tick if:

Bl ~g—p) 2 {p(1) - ) (15}

This mequality 15 satisfied as long as ™., 2 p(i* + 2. This 1mplies that the best price will be improved

by small increments as long as the best quote is greater thaa p(i* + 1) and its dynamics will be exacsly the
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same as the one obtasned when two dealers move in turn repeatedly.

‘Without time priority.

We want to siow that even when the aumber of traders is farge, p(2) can still be a focal pnice whea time
pricrity is not used. Here again o order to focus directly on the issue in the simplest manner, we cansider
the particular case m which Rg = p(2). In this case there are only two possible pesitions for the price
of a dealer: p(1) or p{2). We suppose that the number of dealers 1s ¥ > 2 and that the dealers choose
their prices in turn. In this setting, there are always parameters vajues (for ¥ and ) such that p(2) 52
focal price in equilibriem. We just convey the imtuition, skippiag the formal proof for brevity, Consider 2
dealer, say n, who is about to revise his offer when ali the dealers quote aiready p(2). If dealer n matches

the current offer, he obtains (taking mto account that p{2} i5 a focal price):

(ﬁ)@i’%r_-_“_) {16}
if ke undercuts, his expected profit depends on the reaction of his rivals. 1t 15 clear that if, i equilibrium,
noze of his rivals matches his offer at p{1) then they do not behave cptimally. Therefore, his offer wil
be matched by at least one competitor. But mn this case, one can show that the best response of all the

dealers is to quate p(1) when they will revise their quote. The expected profit of 2 dealer who undercuts
o(2) 15 then:

RSV E]

N=x
(T el ~ s '5‘*@“;‘_1) MR S (17)

Compasison of (16) aad {17) show that, for a given number of deaters, dealer n 15 better off quoting p(2)
than sndercutting H ¢ s sufficiently small. New if it is optimal for one dealer to quote p{2} when alt his ¥
competitors quote this price, it s aiso the case when less than ¥ dealers have aiready made an offer al m2).

Consequently ail the values for ¥ and & such that {16} is greater than {17) are such that »{%} is a focal price.

The result is 1 sharp contrast with the prediction of the static model of Bertrand competition. For ¥ > 3,
p{1) 15 the unique outcome 1n this case. The reason of this difference is straghtforward. In a dynamsc
setting, a dealer who undercuts p(2) takes into account that his competitors will react optimally by match-

ing his offer. This threat can deter a dealer from undercutting the uncompetitive spread when & = low.



Actually, in this case, the decrease in profit which occurs a5 competitars match his quote, dominates the

immediate expected profit to capturing a large share of the order flow?®.

To sam up, even when the number of dealers is large, non-competitive ask prices can still be obtamed when

time priority is not enforced. However uncompetitive quotes are more difficuit to sustain as N or @ are large.

6. Testable Implications.
6.1 Trading Costs Determinants.

Many empincal studies anafyze the links between the size of the mnside spread and the tramsaction fre-
quency. The model suggests that the frequercy of new offers is aiso an :mportant determinant of trading
costs. Actually the expected trading costs are weakly sncreasmng in ¢ under both allocation rules. With
the random allocation rule, it takes some time for the quotes to adjust whatever the value of €. As a
consequence when @ increases the probability of a trade at a price greater than the iowest possible price
mcreases and this pives the resuit. With time prionity this effect 15 combined with the fact that & aceds to
be sufficiently [arge in order to induce the dealers to post ptices above the competitive level. The random
waiting time version {Section 5.1) shows that € is pesitively related to the frequency of liquidity trader
arnvals in the market (A) and wnversely related to the frequency of quote revisions by Hguidity suppliers
{r). For empirical purposes, the transaction frequency could be taken as a proxy for A while the frequency
of new limit orders within the inside spread could be taken as a proxy™®for r. The model predicts that
larger spreads should be observed on average when the ralio between the transaction frequency and the

frequency of new limit orders within the spread increases.

6.2 Quete Dynamics.

Our resudts {Propositions 2 and 4) show that price mmprovements should oceur in sequence when the spread
i targe. On the contrary, a unique or no price improvement should be observed when the spread is small.

This relationship between the dynamucs of the best price and the state of the book (charactenzed by the

”.-\J%bongh our framework 15 very different, this s remnscent of the argument developed by Dutta and Madhavan (1995}

M Hecanse m the model, 1 eqaitibnum, a quote revision necessarily ieads to a poce mmprovement if the ask price 13 not
competitive.



size of the spread} is consistent with the empiricai findings in Biais, Hillion and Spatt (1995). Moreover
different price dynamics should be observed according to market conditions when time priority is enforced.
Actually successions of small price mprovements should be more frequent when @ is large than when & 15
small. Other things equal, this sensitivity of the guote dynamics to & should not be vbserved in markets
i which time priority is mot enforced. Finally the model predicts that spreads will depend on the time
hetween transactions, with spreads beng decreasipg as this time increases. Easley and O'Hara (1992}
obtamn 2 similar result but for a very different reason. In their model, the absence of trade is a signal
which induces dealers to revise downward their probability of trading with an informed agent. Here, the
spread does not inmediately adjust to its lowest passible ievel but 15 reduced over time because of price

competition between liquidity suppliers.

7. Conclusions.

This paper analyzes the ympact of two trading rules, aamely 3 mandatory msmmum price vanation and
time priority, on tradicg costs. We modet explicitly the dynamic bidding process which characterizes com-
petition between lquidity suppliers 1n contmuous limii order markets. In this setting, we obtamn that a
zeT0 MUUIMEE Price Vanation never mimimizes the trading costs and that tme prionly, contrary o another
simple tie-breaking rule, prevents uncompetitive spreads from being sustamed over time. We also invest-

gate how the quote dynamucs is related to the characteristics of the order arrival process.

Two smportant extensions could be considered. In our stylised framework, lquidity suppliers post prices
but not quanatities. We assurae, n line with the Bertrand anaiys:s, that at their posted quotes the dealers

stand ready to accomodate the mcoming market orders up to the maximum possible quantity for those
1

orders’!  As quantity 15 also a decisien vanable, future research should consider dynamuc competition

when liquidity suppliers can announce both a price and & maximum quantity. In our analysis, the time
between liquidity suppliers’ offers 15 exogenous. It would be interesting to endogenize this time ia order to
analyze what are the possible determinants of the waiting time between quotes. This would help to better

understaad the order arrival process m finaneaal markets.

MNote tiat this asstmplion o also present i most of the medels of prnce formation n dealership markets. {n those models,
deaters are allowed 1o guote pnces contingemt on the iotal order fow bud this i quite different from gquotmg pnecs end

quantities conttngent oo the order flow. Sce Dennert {1993) and Biais et ol.{1996) for the effects of allowing dealers to choose
both prices and quantities.
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Appendix.
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This graphic ts the same as Figure 3 page 1681 iz BiwsHillon and Spatt (1995). It sepresents the
evolution of the best quotes {the {ull line is the ask quote and the dashed lne the bid quote) for Elf-
Aquitasne, November 9, 1991, The dots represent transaction prices. This figure 15 chosen by the authors
because it iflusirates both mean-reversion i the spread and competibon m the supply of lquidity. The
mitial sequence of orders widens the spread and triggers a decrease in the bid uatil FF438.1. Then new

bid quates are posted outbidding each other, bringing back the bid to FF440.5. The tick size for this stock
15 FFO.1.
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Proof of Lemma 1.

In order to aumplify o bit the notations, let i = H{a}, g},a}). By definition, if & = T then the game stops hecause
of an order arnval, Remark that i) the expected profit of 2 dealer 1 zero if the game stops befere execution and i}
that the date at which the game stops i independent of the tradiog history. These remarks mply that:

+cn _ _
B2 nd, H] )= f B(RL 5= 0, F 2 0. i, )Prob(F 2 0| T 2 e do — (18)
Tolk

Now for a gven history until time 7o, E(I | 6= 0,7 > o Hi . ) = B Using this remark and the fact that Tis
exporentially distributed, we get:

400
B2 0l ) =) f [~ Hla=sdidy (19)
: tad

Now Il = T, Yasg{ra,{r+1)A} This unplies that we can rewsite (19):

THT

- A = (r+ida : a n
B2 b B ) = () L [ R 20)
’ T
q
Thea direct computations give the result annouaced the lemimna. Q.E.D.

Proof of Lemma 2.

a) If time priority is enforced. Initial remark. In state {p, 1}, it 15 necessarily the case thata > p. Ha>p
then R(p, 1,&) = R(a,0,3). Actually a dealer tm state: (p. 1.8} has exactly the same opportunties as & dealer o state
(6,9,&). If & = p, either R(p, 1,8} = p or Alp, L,a} = Rip,&p) because a dealer with time prionity at p, koowing
that kis competitar has quoted p, 15 nol more constrained than a dealer without time priority at and he has the
additional possibility to keep priority at p.

Caasider now a deater, say §, who 15 about to move at date 7 and who has pronty al the curreat price a7, =p. It
18 necessarily the case that ke posted this price at time 7 - 2. Twn cases cOO DCCUE. o
Case 1. Dealer | has caplured strict prionty atl ume 7 - 2 and he has nel been undercut at Lime 7 - i by his

competiter. In equilibrium, his competitor has reacted affermng R(p,0,p). Therefore the belief of dealer | must be
R(p.0,p}. ‘

Case 2. Dealer i has not serzed striet prionty at time r— 2. Let p be dealer 2 's prce just before he reacts at
tme 7 — 1. 1f {¢', 1] 15 on the equilibrium path, then dealer 2 must have infered correctly that dealer L offered 7 al
time # — 9. Therefore according to our mitial remark, he must react with Rl Lp) = B(p.0,p}if P Fp. p=p
and if R(p, 1,p) = p then dealer i cannot have prioniy at {p,1} at ime 7. Theretore R(p', 4,p) = A{p,0.p) m this
case also. If {§, 1}18 not on the equilibriem path, then m equilibrum Case 1 must occur {othersse {p, 1} would be
reached only with out-of-equilibrium actions].

b) H time priority is not enforced.
In this case, 1t 15 necessarily the case that d > p when a dealer does not abserve his competitor s guote. Then the
proof is exactly the same as before, except that we do not need 1o consider the case m which ¢ = p.Q.E. D

The following two femmata are useful to establish Fropesition t.

“

Lemma 3 In equilibrrum, i B(p,8) = p and if {p, 1} &clongs to the equilibrium path then Rip. 1) =p.
Proof: If {p, 1] belongs to the equilibnum path, then the deater who observes state [p, 1} believes that his competitor

has quoted R{p,0) > g {Lemma ?}. We bave cither R(p, 1) = R(R(p,0),0) or R(p, 1) = p (see remark 1 the proof of
Lemama 2}, If B{p,8) = p thea 1t 15 strarghtforward that, m all the cases, B(p, D =p.Q.E.D.
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Yemma 4 . [n cquilibrum, the set of prices such that R(p,0)>p and R{p,1}1>p with p> p(1) 15 emply.

Proof:

Assume that this 15 not the case and denote by p® the largest price such that R{p®,0} > p* and R{p", 1) > p*
Consider first the case of a dealer, say dealer [, reacting to state {p*,0}. Assume (to be contradicted} that dealer 1
teacts with: R(p*,0} > R(p",1). He will lose price priority for the next two routds and dealer 2 will quote R{p”, 1}
at the next pertod. Consequemtiy dealer | obtamns {1 — #VV(R(p*,1),8). Now consider the followng devaatica
for dealer i. He quotes (secretely) R{p®,0) = R(p*,1}, he cbtains time prionty over the next dealer 13 one penod
{because thia dealer will quote R(p",1) > p") and then (in two periods) he follows the pricing policy he would follow
1z state {R(p",1),0}. This deviation gives him (L — ‘I’)&;‘Pﬁ;(ﬁ(p‘. 1), 1, B(p", 1)} + (1 - B¥V{R(p", 1},0) which
15 greater than {1 — $¥V(R(p*,1),0). This implies that 13 equilibrium, it is necessarily the case that:

R{p",0) £ E(p". 1) (21)

Now congider dealer § reacting m state {p, 1}. According to Lemma 2, dealer | conjectures that dealer 2 has posted
R(p*,0). Moreover R{p*,1) = R{R(p",0),8) since the problem faced by dealer £ is sumilar to the problem he would
face in state {R(p",0},0} because A{p",0) > p* We prove now that A{f{p",0},0) < R(p*,0). By definition of 7",
it must be the case, since R{p*,0} > p* that either a} R(A(p".£),0} < R(p",0) or b) R(A(p".0), 1) < R{p* . 0).

H b} 19 satisfied then we can show that A(R(p",0),8) < R(p*, 1) as follows. Define ¢’ = R(p",0) in order Lo simplify
the notation. There are 4 coges:

Case 1. A(p',1) = ¢’. In this case 1t 1s clear that R{p',9) > p 1s not optimal since this would give a zero expected
profit to the dealer moving iz state {p/, 3} while he could obtain a stmictly positive expected profit by undercutting
(because p' > p(2)}}.

Case 2. R{p',1} < p' —2g. Suppose that m equilibrium dealer { reacts to {p', 0} with R(p',0) 2 p'- Then he loses
prionty for the aext 1o persods and be obtans: {1 —$YV(A(F 1),0). Now consider the deviation which consists tn
quotiag ¢ —g for dealer 1. Dealer 2 will still quote R{p', 1) < p'~g at the next penod since ke has lost prionty over a set
of prices that he would not have chosen anyway. Therefore dealer i obtains ﬁ-_-;@[h(p’, Lo =g} (12 VR, 13,0}
which 15 strictly better (because p > p(2)) than what he 15 supposed to obtan 1n equilibnium. A contradiction.
Fherefore A(p', 0} < p’ in this case also.

Case 3. R(p’,1) = p'—g = p*. Suppose that 1a equilibrium dealer 1 reacts to {F.0) with B{g'\ 0} 2 ¢ lfp" = -y
then the expected profit of the dealer moving i state {p', 1} 15 bounded by t=0(¢, {, 7). But then R{p',1) = 7
1s optumal since it mves exactly this profit if R(p", 0} > ¢

Case 4. If R/, 1} = ¢ —g > p° Suppese that m equilibnum dealer 1 resets to {p', 0} with R(p' .8} 2 p' and
that he optunally undercuts i state {p’ — 7,0} with B(p' — ,0). Then thete 15 a contradiction stnce dealer |
would be better off quoting witially directly R{p' — 4,0), rathes than losmg the chance to trade duning two periods
(pestpoming profits two pentods 13 suboptimal}. If dealer | does not uadercut wm state {p' — g.01, then we have
aecessarily R{p' — g,1) < p' — g by definition of p* Thea 1t 15 ciear that we can reiterate she arguments oifered tor
Case 1, 2 aud 3 until the contradiction 1s found,

If a) 13 satisfied as an equality then Lemma 3 unplies that R{R(p"*,0),1) = R(p".0). But in this case, the deaier
who reacts to {R(p", 0}, 0} will obtam o zero profit while he can obtain a stnictly positive profit by undercutting of
at least one tick. Therefore, & all the cases, we must have R{R(p",0),0) < R(p",0) which means:

Rip". 1} < R(5,0) ()

but then we atrive to a contradiclion between (21) and (22}, Therefore p* does not exst. @.E.D

Proof of Proposition 1.

Step 1. We know from Lemma 4 that, 1 equilibrium, it 15 not possible for the zeaction fumction to have the
following valuss 1n p(1% R(p(1},1} > p(}) and R(p(1),0} > p{1}. Moreover Lemmn 3 implies that R(p{1).1} >
p(1) and R(p(1),0) = p{1} 1= ympossible m equilibrum. Thercfore the only possibilities are i) &(p(1),1) = p{1)
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end B(p{1},0} = p(1} or R(p(1},1) = p(1) and R{p{1),0) = p{2). This proves the second and the third claum of
Propogition 1.

Step 2. Now consider any price such that p 2 p(2}. Lemma 4 mplies that at least one of those two wnequalities
must be true ai either A(p,0) < por b) Rlp, 1) < p. Now usiag Lemma 3 and the previous step, it s straghtforward
that H(p,0} > p catnoi be oplimal sinee with such a reaction, 2 dealer would lose the chance to trade dunng two
periods and would not tngger an 1mcrease m the quote of the other dealer. This vmpties that necessarily A{p,0¥ < p
for p > p{2} which 15 the first claum of Proposition 1. Q.E.D.

Proof of Proposition 2.

Denote by ©° the first wnteger below 3{% + 1), We have: p(i* + 1) = P+ L% + 1)}y, Remack that i" > i since
&<l

Case 1. Consider a dealer in state {p(i),01,5(i) € p(2}, p(i* + 1)]. ¥ he quotes p{1), he obtans stnct prionty until
the end of the game and an expected gan of (A—_‘:'_,—)%L If he undercuts of one tick and if he 18 not executed before
the arnval of his competitor, he will lose prionty uatil the end of the game according to the conjectured cquilibrium.
Consequently this slternative gives him an expected profit of {%}Q%(Zi - 3}E. This 15 lower than ‘,i'%»?%[‘ since
+ € ©° + 1. Finally if he quotes a price greater than or equal £o p, the other dealer will mantan is quote at the
same level a3 long s he 18 not undercut or will quote p(i} at the next round. Consequently, the dealer must choose
p(1), which proves the second part of Proposition 2.

Case 2. Now consider a dealer m state {p{i), 0} with p(f) & [p(i* +2), Hpl. First remark that in this case, if the
deaier undercuta of one tick he obtawns al feast: (3=)$2{2i ~ 1L while if he quotes p(1} he obtams: 13751 Since
s> i* + 1, the deater 15 better off if he just undercuts. Moreover his competitor will oot change his quote as leng as
this quote 18 not improved since pl(i} > p(i*). Consequently 1o this case Rip(i),0} = p(§) — g 15 a best response. This
proves the first part of Proposition 2. The third part of the proposition has already been obtawned 1o Proposition 1.
Case 3. Consider a dealer i state {p(i), 1§ with p(i* + 1) € p(i} € Rp. propesition 1 implies that ip, 1} 15 never
on the equilibrium path if p > p(1). Consequently the dealer believes that his competitor has quoted p{i) +g. Since
B} +g = p{i” + 2), using the argument developed in the previous case, 1t s stzaghtiorward that Rip(i), 1) = pli)
15 a best response for the deater. This proves the fourth part of Proposition 2.

Case 4. Finally consider a dealer o state {p(i]}, 1} with p{1) < p(i) < p(iv). For the same reason as before, the
dealer believes that his competitor has quoted p{i} + g. Since p(i) +g < p(i* + 1), using the argument deveioped 1

the first case, it 13 strasghtforward that B{p(i}, 1) = p(1} 1s a best respoase for the dealer. This proves the Bith pact
of Proposition 2. @Q.E.D.

Proof of Corollary 1.

Consider the dealer whe s about 1o react at time 0. There 15 no quote posted m the hook at this ume. Quotimg
a price strictly greater thas fg 1s not optumzl siace he has no chance to be executed as long as his quote 13 not
lower than Rg. Case 3 in the proof of Proposition 2 shows that the dealer must quote Rp i R Z p(i* + 1). Then
from Proposition 2, we deduce that the deaters will continue to undercut each other unti} tme t3pp such that:
Rg — #ppgg = p(i* + 1). The dealer who is about to move at lime thpp + | will observe a best quote equal to

pli* + 1) and consequently will guote p{1}. If Ry < p{i* + 1) then +* <0 and the first dealer quotes immediately
#(1). QED.

The followtng result 13 useful to prove Propositien 3:

Lemma 5 in couilibrrum, with the random allocation rule, if p° 15 the greatest price such that Rip®.8)>p" and
R(p*, 1) > p* then R{p",0) = R(p",1) and R(A(z",0),0) = R{R(p",0), 1) = R(",0}.

Prooft The proof that R(p~,0) = R{p", 1) foliows the steps of the proof of Lemma 4. The only difference 18 that
m Case L, we cannot exclude that R{R{p",8),8) = R(p", 0} because with the tandom aliocation rule, a trader can
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gtill hope some gains if he matches his competitor 's quote, The arguments used ia the proof of Lemma 4 show that
" can exot only if this equality 1s satisfied. Therefore it must be the case that: R{R(p".0),0) = R(p", 0). The fact
that R(R{p*,8),1) = R(p*,0} comes from Lemma 3. G.£.D.

Proof of Proposition 3.

Part 1}. Suppose that it exists p* on the equilibrium path such that R(*,0) > p* and R{p", 1) > p* Then Lemma
5 umplies that R{p*.§) = R{p",1}. DRefive j = R(p",0). From Lemma 5, we have: R(5,0) = R(F, 1) = p. Let
eall a price with this property a focal price. For p” 1o be on the eguilibrium path, it must exast: p > f such that
B{p,0) = p" or "R(p, 1= p* With this reacticn at g, a dealer abtams:

A +F— )
L, - - * — - A 23
T L )+ @ @) — )+ (1 - 8 (@)
Morever since R(p*,0) = j, it must be the case thai:
A F=pl_ A (—u) . _aplfmn) 2
A+1‘1~‘:’)L 7 21.'\4_7;_- 3 + 81~ P)Hp" —p)+(1-¢) — i (24}
Now at price g, quoting directly 5, a deaier could obtain:
A f g~ =
A—‘L[‘I’(ﬁ“#)+¢{1_¢)(p_..iﬂ+(1 _-{:}3%&] {25)
+ 7 2 2

Using Equation (24), it ts straghtforward that (25) 18 greater than (23). Therefore p* cannot be on the equilibnium
path. This smplies that &{p,0} € por R(p,1) < p Vp on the equilibnum path. Now 1t 13 clear that R(p,G} > p s
suboptimal since 1t will never nduce a competitor to raise his quote above the best quote, Therefote 1t 15 always the
case that: R{p,0} < p.

Part 2). Consider a focal price f, 1.e. such that £{5,0) = R(F,1} = #, on the equilibnum path. The previcus part
implies that R(p,8) < p ¥p 2 §. 1[ B(p,0) = p then p 15 another local pomt above £ but then it i5 easy to show

that § cannot be on the equilibrium path. Moreaver R(p,0) < § caunot be optimal in equilibrum. Actually this
would imply that:

A

A ) anp B i}
TR LR O - p) + (- 2R, L Rp.0)) > Tl -+ (- B 1 {26)

But since R{p5,0) = p then:

T LR - -+ (1~ WG L Rip, 0D € U e @0
Since R(p,0) < £ W(B, 1, B{p,03) = W(p, L, R(p,0)) and the two previous :nequafities cannot hold simultaneousiy.
This proves that R{p,0) £ |5, p} forp > B

We prove now that § > p(2). Suppose that this 1s not the case and that thete exsts an equilibnur with § = p(1}.
Counsider a dealer in state {p(2),8}. If he quotes p(2}, he obtaas at feast {assuming that the other dealer undercuts,
choosing p{1) until the end of the game, which i5 the worst possibility):

LR PATc Rl i —u
m[q’(~2—1 + (- (=L (28)
If be undercuts he gets:
A iy~
T et -+ (= B ()

It 18 strasghtforward that Equation (28) 15 aiways greater than Equation (29). Consequently, R(p(2},0) = p(2}. But
then this implies that at any price above p(2}, » dealer 15 better off quoting p(2} wnstead of p(1). Consequently p(l)
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cannot be on the equilibrium path. Q.E.D.
Proof of Proposition 4.

We can praceed as in the proof of Proposition 2 to show that the reaction function of Proposition 4 is an equilibrum.
The computations are routine.

Proof of Proposition 5.

This proof is long and is skipped (or the gake of brevity. It can be abtained upon request.
Proof of Proposition 6.

a} With time priorify.

We remark first that rjpg 15 decreasing n g(n], Le. mereasing 10 7 and that it 15 positive a9 s00D 28 1S sufﬁcxen_t%y
large for Rg — p(i* + 1) to be positive. Let nypg be the greatest value of n such that thpg 15 negative (ie
a{i* +1) > Bg}. Using the definition of 77pp, one obtauns:

wron = U aads(®) = 1] (a0)

with k{®) = U_%?“

First we consider the difference 1o expected trading cost for a grid of size g{n + 1) and for a grid of size g{n) for
n 2 nfpg + L. Denote E{ATC(n -+ 1)} this difference. Using Equation {12), Cotollary | and the fact that 77 s
decreasing with the tick size, some algebra vicids:

- BN .
paTCE + 1) 2 LI k@, v (o) ()
with K(&, r*(n)) = (1—@(1—¢1<f‘("1+”—{,—-(n;+1)(1m¢)("("’+”+r'(n}(1—¢)f"‘"‘+2’) and 7*{n) = rZppln}
As r*{n) > O forn 2> nfpp, it 15 strughtforward that the RHS of {31) 1s positive. This unplies that the expected

trading costs imcrease as the tick decreases for n 2 nypp + 1. Now suppose that g(n} 15 large enough {n € nypp) @
that r7pp 1s negative, the quotes adjust immediately to p(1}. The expected trading cost m this case1s:

E(IC(n)) = ?{—;l (3
In this case the expected trading cost decreases with g{n}. This shows that the optimai value for 1 15 either nppp
of thpn + L. Now if g{nTpp + 1) 15 chosen, the expected trading cost 1s al least:

PG = o(Ro - i+ (1 - NI (5
“This 15 to be comypared with g(rypg)/2. Equation (33) 13 greater than g(nypa}/2 ifl:
nyppti i . .
L0 I gj—T—P.f”—‘)‘) z (o{ntpr) —alnTpa+ 13 ()
By definition of nfpp, g — i — £222850 > h(P)g{nfpp + 1) while the R.H.S of (34} 15 caual to
(0}

- - (39)
(ingpp + Nilngpg +3)
Therefore a sufficient condition for the iast inequality to be satisfied is:
L
& S s wpr >l 36
k(D) > Cr—— for nypg = (363
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Using the definition of A(®), this 15 always true. For all strictly positive vaues of &, A(®) 15 finite and consequently
the optimal tick gze 1 atrictly positive.

b) Without time priority.
The proof follows the same lines. Now njg,p 15 given by

Than = iimg(ﬂ) - %J i {an)

The mam differeace 1 that this s mdependent of ¢ and that we canaot rule out as before that ny, 5 +1 15 a solution.
En this tase the expected trading cost 150
3
@(Ra ~ )+ (1 - B 3g(nhan + 1) (38)

This 18 decreasing i ¢. If n};,,; 13 chosen then the expected trading cost 15 p(N—p = :-‘23- Thetefore ng g 15 the
solution if ¢ 19 greater than or egual to @ such that:

- L3 3.

®(Rp—pj+{1- ‘I’)Eﬂ(“mn +1r= "é‘.'?("run] (39
Gthetwise n}g ;5 + L is the solution. 1t 15 direct that for atl vaiues of A strictly pesitive, the optimal tick 1s strietly
positive here again. GLE. D,
Proof of Proposition 7.

When the adjustment s faster with time pnionty than with the random allocation rule, ve. p(i® + 1) > p(4)
{which mmplies & < }) or p(i* + 1) > Rp. expecied trading costs are obvicusiy lower with time priority. When
a{i* + 1) < p{4), the ranking of the two aliocation rujes s less straightforward. We detail the computations only 1
the case p(i* + 1} < p{d) € Ra. They ate sunilar for the other possible positions of Bg. Consider first the case m
which p(i" + 1) = p(3), 1.e. & & [1/3,1/3}. The trading costs are the same if the trade cccours at a tume such that
the price i greater than or equal to p{4). Consequently, the difference between the expected trading cost with the
random allocation rule and the expected trading cost with time prioniy wili be:

(1= @) Fan ¥ (p(2) - ) ~ B(p(3) — ) = (1 = 2Yp(1) =~ ). (40)

It 15 direct to check that this 15 atways positive for & < 5. Consider new the case i whick p(i” + 1} = p(2), 1o
& € {},1|. Then she difference between the expected trading costs with RAR and TPR respectively 15

(1= B)Ran*U(p(2) — ] ~ B(p(3) ~ k) = B(1 = BUp(2) — ) — (1 ~ €V pl1) ~ ). (4
This is positive iff:

13> 5%+ 31— )P +{} - ®)° (42

which 13 never satisfied for ¢ > 3—".‘.@ > 5.Q.E0
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