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1 Introduction

Motivation. What is a community? How does a community emerge? This paper attempts to

answer these two complicated questions. Communities can be seen as groups of similar agents

or, equivalently, agents that share similar interests. For example, individuals who belong to

the same Facebook page form a community because they share the same interests and are,

therefore, similar. Individuals who belong to the same political party, working group, interest

group, college, neighborhood, etc., also form a community. In terms of networks, this means that

communities are relatively similar and, thus, consist of a set of nodes that are interconnected. In

other words, the community is defined as a connected subgraph of a network. In this paper, we

investigate the strategic formation of a community on a network by highlighting the importance

of community peers, as well as their interactions with their neighbors who are not community

members.

Main Contribution. We develop a model in which a seed (or initiator) has to form a com-

munity on a network. The seed is randomly chosen by Nature. At each subsequent period,

a link between a community member and a community neighbor is randomly drawn, without

replacement. The community member makes a binary choice: whether to offer the neighbor to

join the community. In turn, the neighbor makes the irreversible choice of whether to join the

community.1 Starting from the seed, the process is sequential and finite. We consider infinitely

patient, forward-looking agents that make strategic offers to their neighbors and anticipate the

equilibrium community that maximizes their payoffs.

Our first result (Theorem 1) characterizes the set of subgame perfect equilibria (SPE) of the

game for arbitrary payoffs. We show that SPE are essentially unique, as each SPE maximizes the

seed’s payoff.2 While Theorem1 is important for our understanding of the community formation

process, it is silent on the type and size of communities that may form at equilibrium. The only

common characteristic of all SPE communities is that they maximize the seed’s payoff.

We then impose an additional structure on agents’ payoffs. We assume that they depend on

the number of individuals in the community (i.e., community size) and the number of individuals

who are neighbors of the community (i.e., community neighborhood size).

The added structure on payoffs allows capturing, within a tractable framework, a wide

variety of economic situations of interest. We differentiate among three cases. First, we consider

a case in which the payoff of each agent is increasing with community size but decreasing

with community neighborhood size (case 1, Increasing-Decreasing (ID) monotone payoffs). An

illustration of this case is political activism in an autocracy (Chwe, 2000; Siegel, 2009). The

higher the number of activists (the community), the higher the payoff of being an activist. In

contrast, the more witnesses (neighbors) there are, the lower is the payoff, as witnesses may

report activists to the autocrat, thereby crushing the movement. Second, we study Increasing-

Increasing (II) monotone payoffs (case 2), so that payoffs are increasing in both community

size and community neighborhood size. Technology adoption (Chuang and Schechter, 2015;

1The seed continues to be selected to make offers until someone accepts. Since the selection process is without
replacement, the game ends if the seed has exhausted its set of link offers with rejections.

2Essential uniqueness is only linked to the seed’s payoff maximization. For a given seed, different communities
(and of different sizes) emerge across equilibria.
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Breza, 2016) is a good illustration of this case. There are complementarities in technology

adoption between adopters (the community) but also positive spillovers to non-adopters (the

neighbors). Finally, we examine Decreasing-Increasing (DI) monotone payoffs (case 3), where

payoffs decrease with the community size but increase with the community neighborhood size.

This can be illustrated by criminal gangs (Carrington, 2011; Lindquist and Zenou, 2019), in

which the community is the set of criminal gang members, while its neighborhood is the set

of victims. Gang members are better off with increasing number of (potential) victims, but

compete for resources. As such, larger gangs decrease the payoff of individual gang members.

Our second result (Theorem 2) further characterizes equilibrium communities in each of our

three cases and, most importantly, allows ranking these cases by the size of their equilibrium

communities. First, we show that when payoffs are ID-monotone (case 1), equilibrium com-

munities always encompass all the network agents, so that there is only one community with

no neighbors. As the payoffs are increasing in community size and decreasing in neighborhood

size, the seed has an incentive to hire every agent in the network. Next, when payoffs are

II-monotonous (case 2), equilibrium communities are always dominating communities; that is,

communities such that the union of community members and their neighbors encompasses all

network agents. As payoffs are increasing in both community size and neighborhood size, the

seed has an incentive to have every network agent to either be a community member or a neigh-

bor. Finally, when payoffs are DI-monotonous (case 3), equilibrium communities are always

exposed communities; that is, communities such that no smaller community has a weakly larger

neighborhood. Because payoffs are decreasing in community size and increasing in neighbor-

hood size, the seed always prefers small communities with a large set of neighbors (i.e., exposed

communities). Together, these three results allow for ranking our three cases by the size of their

equilibrium communities: clearly, the community size decreases from case 1 to case 3.

We then address a series of policy issues. First, we study the key player problem. As is

clear from Theorem 2, II-monotonous payoffs (case 2) leave most room for further investigation

as the size of equilibrium communities is not entirely pinned down, yet remain tractable. For

II-monotonous payoffs, we identify the key players in the network; that is, the players who

contribute the most to the payoffs of equilibrium communities. Key players are assessed by

how much equilibrium payoffs decrease once removed from the network. When comparing

two agents, we show in Proposition 1 that when payoffs are positive monotone, key players

are partially characterized by two important network statistics that result from removing an

individual: the community size and the domination number. The latter characterizes the size of

the smallest dominating community of this resulting network. In other words, when payoffs are

positive monotone, key players are important because they are gateways to some nodes —i.e.,

when removed, they generate smaller community sizes— or because they are the fastest way to

access such nodes, since they allow building small minimum dominating communities.

Next, we examine the impact of increasing network density (i.e., adding links) on equilibrium

outcomes. We first present a result under arbitrary payoffs, as in Theorem 1. For arbitrary

payoffs, we show that adding a link weakly increases the equilibrium payoff of the agents that

belong to the equilibrium community. The addition of a link has two potential effects. Either it

makes existing communities more desirable or it creates new communities that are potentially

3



more desirable. An important observation is that the increase in payoffs does not necessarily

raise welfare. The additional link may shrink the equilibrium community, potentially leading to

an overall decrease in welfare. We then return to case 2. In Proposition 2, we show that addi-

tional links strictly increase the seed’s equilibrium payoff (and thus, the payoff of all members

of the equilibrium community) if and only if (i) the domination number strictly decreases, and

(ii) payoffs are such that agents prefer the smaller minimum dominating community provided

by this additional link. We conclude by providing three sufficient conditions (Proposition 3) for

which adding a link to an existing network actually reduces its domination number.

Related literature. Our paper contributes to the games-on-network literature,3 by examining

the binary decision to join a community. The literature on network games has mostly focused

on continuous actions (Jackson and Zenou, 2015). As in our model, there are some papers

that have considered network games with binary actions (see, for example, Morris, 2000; Brock

and Durlauf, 2001; Jackson and Yariv, 2005, 2007; Leister et al., 2022). However, our model

is quite different since the binary actions involve whether or not to join a community, while

the literature on games on network is about individual binary choices, such as adopting a new

technology, a new operating system, a new language, or withdrawing money from the bank, or

becoming politically active.

Our equilibrium characterization in terms of communities also relates to other network

models that partition agents into endogenous community structures. These include risk shar-

ing (Ambrus et al., 2014), interaction between market and community (Gagnon and Goyal,

2017), behavioral communities (Jackson and Storms, 2019), information resale and interme-

diation (Manea, 2021), technology adoption (Leister et al., 2022), and perceived competition

(Bochet et al., 2021). This literature mainly focuses on the role of peers in the formation of mul-

tiple communities and characterizes the existence of multiple equilibrium communities within

a network. Here, we focus on the formation of one community only and model not only the

role of peers but also that of community neighbors who are not members of the community.

In particular, we show that depending on whether community neighbors exert positive (cases

2 and 3) or negative (case 1) spillovers on community members, the characterization of the

equilibrium communities can be very different (Theorem 2). This is one of the main novelties

of our model. We believe it is important in many real-world situations. Consider, for example,

the influential paper by Banerjee et al. (2013), who studied the role of peers and “key players”

in the individual adoption of a microfinance program in India. They showed that both adopters

and non-adopters have a key influence on the individual adoption of this microfinance program

in a village. This corresponds to our case 2, in which the community is the set of adopters,

while the community neighbors correspond to non-adopters who are exposed to the technology.

Because there are complementarities in adoption within the community and positive spillover

effects of non-adopters on adopters, we show that the equilibrium community is a dominating

community. That is, any person in the village is either an adopter or, if not, has a link to an

adopter. Clearly, we can only obtain this result because the payoff function of each agent is a

function of community members and their neighbors.

3For overviews, see Jackson (2008), Jackson and Zenou (2015), Bramoullé et al. (2016), and Jackson et al.
(2017).
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Finally, our model is related to the literature on community detection in computer sci-

ence and physics.4 Girvan and Newman (2002) were the first to develop an algorithm (the

Girvan–Newman algorithm) to detect communities by progressively removing edges from the

original network. The connected components of the remaining network were the communities.

Since then, many algorithms have been developed to detect node communities (e.g., New-

man and Girvan, 2004; Newman, 2006), overlapping communities, and link communities (e.g.,

Palla et al., 2005). In addition, statistical (Copic et al., 2009; Lancichinetti et al., 2011),

information-theoretic (Rosvall and Bergstrom, 2007) and synchronization and dynamical clus-

tering approaches (Yuan and Zhou, 2011) have also been developed to detect communities.

This literature takes a very different approach to ours, since it is purely topological with no

strategic behavior, while our model is mainly based on individual behavior and the subgame-

perfect Nash equilibrium. Even though the network structure matters, in our model, the payoffs

are key to determine which community emerges in equilibrium (Theorem 2).

The rest of the paper is organized as follows. In the next section, we describe our model and

introduce different notations. Section 3 provides a characterization of all SPE communities, first,

for arbitrary payoffs and, then, for payoffs that are a function of community and neighborhood

sizes. In Section 4, we study the policy implications of our model by examining the key-player

policy and how adding links affects the equilibrium outcomes. Section 5 offers concluding

remarks.

2 Setting

Basic definitions: A network (or graph) is a pair (N,G), where G is a network on the set

of nodes (or agents) N = {1, ..., n}. For each pair i, j ∈ N , agents i and j are linked in G if

and only if ij ∈ G. We assume that the network is undirected ; that is, for each pair i, j ∈ N ,

ij ∈ G =⇒ ji ∈ G. A network (N,G) is complete if for each i, j ∈ N , ij ∈ G. Otherwise,

there necessarily exists a pair of agents that are not linked in the network. We only consider

networks (N,G) that are connected. In what follows, we simply refer to a network as G. For

any given agent i, we say that agent j is a neighbor of i if ij ∈ G. Since G is undirected, agent

i is also a neighbor of j.

Let s ∈ N be called a seed (or initiator). Starting from seed s, a community Cs, s ∈ Cs, is

a connected subgraph of G. Let Cs be the set of communities that emanate from s. Likewise,

let C be a community that is a connected subgraph of G and let C be the set of all possible

communities of G. Note that Cs ⊆ C.
We now introduce the necessary ingredients of our strategic approach to community forma-

tion. Consider that time t = 0, 1, ... runs discretely. Let Ct ∈ C be the community formed on

graph G at time t. We normalize C0 ≡ ∅. Denote P t ⊆ G as the set of links that are pending

at time t. No links are pending initially: P 0 = ∅. Finally, let Pi(C
t) ≡ {ij : ij ∈ G and j /∈ Ct}

be the set of i’s links toward non-community members at time t.

Community-formation game: Agents play a game of community formation on network G.

At time t = 0, Nature randomly chooses a node s ∈ N to be the seed according to some

4For a recent overview of this literature, see Ahajjam and Badir (2022).
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common-knowledge, full-support distribution. Seed s is offered to join community C0. If the

seed s rejects, the process ends. If it accepts, it becomes a community member: C1 = C0∪{s}.
The links of seed s are then added to the set of pending offers. Hence, P 1 = P 0 ∪ Ps(C

1).

At each subsequent period t ≥ 1, Nature randomly draws a link between community member

i ∈ Ct and non-community member j from the set of pending links P t according to some

common-knowledge, full-support distribution Pr(ij|P t). The draw is made without replacement.

Member i decides whether to offer j the possibility to join community Ct. If member i makes

an offer and j accepts, she joins the community: Ct+1 = Ct ∪ {j}. Otherwise, the community

remains unchanged: Ct+1 = Ct.5 Given that the process is without replacement, the link ij is

then excluded from the set of pending links. In the event that j joins the community, j’s links

toward non-community members Pj(C
t+1) are added to the set of pending links. To ensure

that all pending links are between community members and non-members, we also remove

pre-existing pending links towards j. That is,

P t+1 =

P t \ {ij} if j /∈ Ct+1

P t ∪ Pj(C
t+1) \

[
{ij} ∪ {jk ∈ G : k ∈ Ct}

]
otherwise.

The process repeats until no additional offers can be made. Therefore, the process ends at

the first period t ≥ 1, where P t is empty. When the process is over, the community C ≡ Ct

and payoffs are realized for each i ∈ N according to the function ui : C → R. We normalize the

payoffs of non-community members to zero and assume that all community members have the

same payoff, as follows:

ui(C) =

u(C) ∈ R if i ∈ C,

0 otherwise

The process has a few properties that make it tractable. First, while all community members

have the same realized payoff —which may be positive or negative— non-community members

are all assigned a payoff of zero. Second, joining the community is irreversible: once an agent

joins a community, she cannot leave it. Third, since links may only be drawn once from P t,

offers to join the community have no recall. In other words, an offer from i to j can only be

made once. This feature ensures that the community-formation process is finite. Fourth, the

assumption that offers are unidirectional —i.e., they can only go from community members

to community neighbors – ensures that the outcome of the community-formation process is a

connected subgraph of G. Therefore, the outcome is necessarily a unique community. Finally,

in this setting, agents are perfectly forward-looking and infinitely patient.

Our solution concept is subgame perfect equilibrium (SPE). In this context, a strategy profile

σ : H → {0, 1} is a mapping from the set of historiesH to {0, 1}, with 1 corresponding to making

an offer/accepting it and 0 corresponding to not making an offer/rejecting it.

5The seed continues to be selected to make offers until someone in the neighborhood of s accepts, if any. Since
the link selection process is without replacement, the game ends if the seed has exhausted its set of link offers
with rejections.
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Figure 1: Running example with node s as the seed.

3 Equilibrium characterization

In this section, we prove a series of results that require increasingly stronger assumptions on

payoffs. Throughout the paper, we will use the network depicted in Figure 1 as our running

example. In Figure 1, the seed s has already been chosen, while agents i, j, and k are currently

non-community members. Hence, we are at time t = 1, where C1 = s.

Figure 2 illustrates the community-formation process for the network depicted in Figure 1

and an arbitrary payoff function. At the terminal history (t = 5), the final outcome of the

community-formation process is C = {s, i, j}. By the common payoff assumption, the realized

payoff of each agent ℓ = s, i, j is uℓ(C) = 2. Since player k /∈ C, uk(C) = 0. Figure 2 explains

how the community-formation process leads to this outcome.

3.1 Arbitrary payoffs

We show that, for a given seed s, SPEs are essentially unique: all SPE communities give the

same payoff. Importantly, they also maximize the seed’s payoff. Since community formation

starts with seed s, any outcome of the community-formation game must be in Cs ⊆ C the set

of communities that include seed s. Since payoffs are homogeneous, if a given community in Cs
maximizes the seed’s payoff, then it also maximizes the payoff of all its members. Furthermore,

since players are infinitely patient and forward-looking, the members of this community can

wait for the links that allow this community to be formed and, thus, collaborate to realize such

a community. This intuition is demonstrated formally in the following theorem:

Theorem 1 (Equilibrium characterization). Any SPE is seed-optimal. That is, given seed

s, if the strategy profile σ is an SPE, then all of its equilibrium communities C ∈ Cs solve

maxC∈Cs us(C).

In the network depicted in Figure 1, the set of possible communities with s as a seed is given

by Cs = {{s}, {s, i}, {s, j}, {s, i, j}, {s, i, k}, {s, i, j, k}}. Theorem 1 implies that equilibrium

communities must maximize the seed’s payoff. The set of SPE communities is then a subset

of Cs. In Figure 2, equilibrium communities are either {s, i, j} or {s, i, j, k}, since they both

maximize the seed’s payoff. Therefore, Theorem 1 allows for multiple equilibrium outcomes.
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accept offer no offer

Figure 2: A community-formation process on our running example, with arbitrary payoffs.
Thick links represent a link drawn from the set of pending links P t. The process ends at t = 5
because P 5 = ∅. Its equilibrium outcome is community C5 = {s, i, j}.

Players may condition their actions on moves from Nature. Consider, for instance, a profile that

has {s, i, j} as an outcome if Nature draws link si at t = 1 and has {s, i, j, k} as an outcome if

Nature draws link sj at t = 1. This profile is an equilibrium profile, since these two outcomes

are payoff-equivalent and maximize the seed’s payoff.

Since all equilibrium communities maximize the seed’s payoff, they all generate the same

payoff u(C), although the set of agents enjoying this payoff may differ across equilibria. In

our working example (Figure 2), both equilibria {s, i, j} and {s, i, j, k} generate a payoff of 2.

However, uk({s, i, j}) = 0 < uk({s, i, j, k}) = u({s, i, j, k}) = 2. We formalize this notion of

essentially equal communities as follows:

Definition 1. Pick any communities C,C ′ ∈ C. We say that C and C ′ are essentially equal if

u(C) = u(C ′).
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Based on Definition 1 and Theorem 1, we obtain the following result.

Corollary 1 (Uniqueness). Given seed s, equilibrium outcomes are s-essentially unique. That

is, given s, any two SPE communities are essentially equal.

Theorem 1 has the following important implication:

Remark 1. Only community payoffs and the identity of the seed matters for finding equilibrium

outcomes. There is an equilibrium profile that has community C as an outcome for any com-

munity C ∈ Cs that maximizes the seed’s payoff. Therefore, the identity of the seed conditions

the set of communities Cs that are sustainable in equilibrium. As such, the order in which ties

are drawn impact the equilibrium outcomes.

3.2 Payoffs as a function of community and neighborhood sizes

Theorem 1 provides important insights on equilibrium communities. However, nothing more

can be said without making further assumptions on the payoffs. We now introduce additional

restrictions on payoffs that allow us not only to say more about equilibria but also to cover

situations that are salient in the network literature.

Let us introduce a specific payoff function under which payoffs vary according to the size

of the community and that of its neighborhood. That is, given C ∈ C and its associated

neighborhood NC ≡ {i /∈ C : ∃ij ∈ G, such that j ∈ C}, we assume that the payoff generated

by community C is given by

u(C) = v(|C|, |NC |)

with v : N2 → R and where |C| and |NC | denote the cardinal of the sets C and NC . The set of

remaining nodes, AC ≡ N \ {C ∪ NC}, is the set of anonymous nodes. Additionally, to make

our game non-trivial, we assume that the seed never has an incentive to reject the offer from

Nature and form an empty coalition.

Assumption 1 (Non-triviality). Let G be the set of connected graphs that can be formed with

n nodes. Then, C ∈ Cs ̸= ∅, such that v(|C|, |NC |) > 0 for any s ∈ N and any G ∈ G.

We consider three cases.6 For each of them, we provide a real-world application that has

been studied in the network literature.

Case 1 (ID-monotonicity). v(.) is increasing in |C| and decreasing in |NC |.

� Political activism in an autocracy. The community is the set of activists who benefit

from having a larger cause (increasing in |C|). The neighborhood is a set of witnesses

who may report activists to the autocrat and crush the movement (decreasing in |NC |).
Examples of political activism with network effects include Chwe (2000) and Siegel (2009).

Case 2 (II-monotonicity). v(.) is increasing in |C| and in both |NC |.
6We do not study the trivial fourth case in which payoffs decrease in both community and neighborhood sizes,

since agents would then always prefer to be isolated.
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� Technology adoption. The community is the set of adopters, while the neighborhood

represents non-adopters that are exposed to the technology. There are complementari-

ties in adoption and spillover effects on the non-adopters. While not adopting, exposed

non-adopters also modify their production technology in ways that complement that of

adopters. Examples of technology adoption with network and spillover effects include

Conley and Udry (2001, 2010), Bandiera and Rasul (2006), and Leister et al. (2022).7

Case 3 (DI-monotonicity). v(.) is decreasing in |C| and increasing in |NC |.

� Criminal gangs. The community is the set of (criminal) gang members, while its neigh-

borhood is the set of gang victims. Gang members are better off when the number of

victims increases (i.e., utility increases in |NC |) but are worse off when there is more

competition for resources. As such, larger gangs decrease the payoff of any individual

gang member (i.e., utility decreases in |C|). Examples of (criminal) gang networks in-

clude Calvó-Armengol and Zenou (2004), Baccara and Bar-Isaac (2008), Herings et al.

(2009), Ballester et al. (2010), Mastrobuoni and Patacchini (2012), Mastrobuoni (2015),

and Herings et al. (2021).8

The additional structure on payoffs afforded by function v(.) allows for strengthening of the

equilibrium characterization. Complementing Theorem 1, our key result is that all equilibria

can be ranked across all three cases. Overall, gang-formation-type problems, where v is DI

monotone, involve fewer community members than technology-adoption-type problems, where

v is II monotone; that is, v is monotone in both its arguments. In turn, II-monotonicity generates

fewer equilibrium community members than activism-type problems in which v is ID monotone.

In the remainder of this section, we introduce a few concepts, then state our main result, and

finally present its underlying economic intuition.

We define a series of specific communities that play an important role in the subsequent

results. The first one is the notion of a dominating community, a community such that the

union of community members and its neighborhood covers the entire graph. This definition

relates to the standard graph-theoretic concept of a dominating set (König et al., 2014). While

a dominating set D ⊆ N is a subset of N such that D ∪ {j : ij ∈ G, i ∈ D, j /∈ D} = N , a

dominating community has the additional requirement that D is a connected subgraph of G.

Formally,

Definition 2 (Dominating communities). Given graph G, let CD ≡ {C ∈ C : AC = ∅} be the

set of dominating communities. Likewise, let CD,min = {C ∈ CD : |C| = minC′∈CD |C ′|} be the

set of minimal dominating communities, and d ≡ |C| for C ∈ CD,min be the domination number

of G. We can index the definitions with s to define the same notions for the seed community

whose seed is s; CD
s , CD,min

s , and ds.
9

We now introduce the additional concept of an exposed community, a community in which

no smaller community has a weakly larger neighborhood. Formally,

7For overviews, see Chuang and Schechter (2015) and Breza (2016).
8For overviews, see Carrington (2011) and Lindquist and Zenou (2019).
9Hence, CD

s ≡ {Cs ∈ Cs : ACs = ∅}, CD,min
s ≡ {Cs ∈ CD

s : |Cs| = minC′
s∈CD

s
|C′

s|}, and ds ≡ |Cs| for

Cs ∈ CD,min
s .

10



Figure 3: All communities in Cs for our running example (Figure 1). Points represent sets of
communities.

Definition 3 (Exposed communities). Given graph G, let CE ≡ {C ∈ C : |C ′| < |C| ⇒ |NC′ | <
|NC |} be the set of exposed communities. Likewise, let CE,max = {C ∈ CE : |C| = maxC′∈CE |C ′|}
be the set of maximal exposed communities, and d̃ ≡ |C| for C ∈ CE,max be the exposition

number of graph G. We can index the definitions with s to define the same notions for the seed

community whose seed is s; CE
s , C

E,max
s , and d̃s.

10

We provide two illustrations of these two concepts. We first revisit the example of Figure

1 and next look at an arbitrary graph. Figure 3 represents all communities in Cs in Figure

1 as a function of their size |C| and the size of their neighborhood |NC |. The x-axis is the

size of a community, while the y-axis is the size of its neighborhood. Points represent sets of

communities. For instance, point (3, 1) represents both communities {s, i, j} and {s, i, k}.
Inspecting the graph of Figure 1, it is easy to see that the set of dominating communities

of seed s is CD
s = {{s, i}, {s, i, j}, {s, i, k}, {s, i, j, k}}. The smallest such community is {s, i},

implying that the set of minimum dominating communities of seed s is CD,min
s = {{s, i}}. As

such, the domination number of seed s is ds = 2.

Figure 3 also helps identify exposed communities. Recall that exposed communities are

communities in which no smaller community has a weakly larger neighborhood. Community

C = {s, j} is not exposed, since community C ′ = {s} is smaller and has a weakly larger

neighborhood. NC = {i} and NC′ = {i, j}, which implies that |NC | = 1 < 2 = |NC′ |. More

generally, in Figure 3, a point that admits another one at its upper left cannot be exposed.

Conversely, exposed communities are points that have no points at their upper left. As such,

the set of exposed communities for seed s is CE
s = {{s}}. Trivially, the largest of such community

is {s}, and CE,max
s = {{s}}. Therefore, the exposition number of seed s is d̃s = 1.

10Hence, CE
s ≡ {Cs ∈ Cs : |C′

s| < |Cs| ⇒ |NC′
s
| < |NCs |}, CE,max

s = {Cs ∈ CE
s : |Cs| = maxC′

s∈CE
s
|C′

s|}, and
d̃s ≡ |Cs| for Cs ∈ CE,max

s .

11



Figure 4: Communities Cs of an arbitrary seed s on an arbitrary graph. Points are
sets of essentially equal communities. Black circles are exposed communities. Black squares are
dominating communities. We omit communities whose size ranges from ds + 1 to n − 1. The
black line joins communities that have the largest neighborhood |NC | for a given size |C|.

In Figure 4, we illustrate these concepts in more detail, using an arbitrary graph. Note that

{s} is the only community of size 1. From community {s}, one can form communities of any

size up to the complete community N . As such, Figure 4 has points for all |Cs| ∈ {1, . . . , n}.
The black line joins communities that have the largest neighborhood |NCs | for a given size |Cs|.
Recall that ds is the domination number of seed s (i.e., the size of its smallest dominating

community). The following lemma formally shows that this line is non-decreasing from |Cs| = 1

to |Cs| = ds and then decreasing from |Cs| = ds to |Cs| = n.

Lemma 1. Consider seed s, and let n∗
s(k) = max{C∈Cs:|C|=k} |NC |. It must be that n∗

s is non-

decreasing on {1, . . . , ds} and decreasing on {ds, . . . , n}.

Figure 4 allows the identification of the set of dominating communities CD
s : all communities

on the black line that are to the right of ds are dominating communities; they are represented

as black squares in Figure 4. The smallest of such communities form the set of minimum

dominating communities CD,min
s .

Figure 4 also allows the identification of the set of exposed communities CE
s . It is easy to

see that no community to the right of ds is exposed, since the minimum dominating community

is smaller and has more neighbors. Considering the region of the graph to the left of ds, it is

also easy to see that communities under the black line are not exposed, as there is a community

on the black line that has more neighbors and is weakly smaller. Similarly, communities that

are on the black line and are not at a kink are not exposed. Indeed, they have a community

to their left that has just as many neighbors. As such, the set of exposed communities CE
s is

the set of black circles on Figure 4. The largest of such communities form the set of maximum

exposed communities CE,max
s . As shown in the figure, the exposition number must be smaller

than the domination number: d̃s ≤ ds. In our running example, d̃s = ds, while in this arbitrary

example, d̃s < ds.
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Figure 5: Illustration of Theorem 2. It may be that CE,max
s = CD,min

s .

Let us denote by Es the set of equilibrium communities with seed s. We are now ready to

state the central result of our paper.

Theorem 2 (Equilibrium characterization). We have

1. Political activism. Suppose v is ID-monotone. Then, Es = {N} for any seed s.

2. Technology adoption. Suppose v is II-monotone. Then, Es ⊆ CD
s for any seed s.

3. Criminal gangs. Suppose v is DI-monotone. Then, Es ⊆ CE
s for any seed s.

Theorem 2 characterizes subgame-perfect equilibrium communities for each of our three

cases. Figure 5 provides a graphical summary of what Theorem 2 actually pins down.

In case 1 (political activism), the unique equilibrium is obviously the complete community.

Since the payoffs are increasing in community size and decreasing in neighborhood size, the seed

has an incentive to hire every agent in the network.

In case 2 (technology adoption), SPE are dominating communities. Indeed, by II-monotonicity,

payoffs are increasing in both community and neighborhood sizes. The seed has an incentive to

have every network agent to either be a community member or a neighbor. In other words, the

seed incentives are to form a dominating community.

In case 3 (criminal gangs), SPE are exposed communities. To see this, consider a community

Cs that is not exposed. There is then another community C ′
s such that |C ′

s| < |Cs| and |NC′
s
| ≥

|NCs |. By DI-monotonicity, payoffs are decreasing in the community size and increasing in the

neighborhood size. Therefore, the seed prefers C ′
s to Cs.

Remark 2. Theorem 2 provides a full characterization only for the case in which v satisfies

ID-monotonicity: the unique equilibrium community is the set of all agents. For the other

two cases, our theorem does not provide a complete characterization; yet, it delivers bounds on

the size of equilibrium communities owing to the notions of dominating (case 2) and exposed

(case 3) communities. Note, however, that in both cases, there are generically many such

dominating or exposed communities. Importantly, such communities are not essentially equal.

Theorem 2 allows, however, narrowing down the set of equilibrium candidates to particular

classes of communities. Moreover, by Theorem 1, the equilibrium community is necessarily the

one that maximizes the seed’s payoff.

Despite these limitations, Theorem 2 has an important corollary.
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Corollary 2 (Ranking). Let C∗k
s be an equilibrium community associated with seed s when v(.)

satisfies either of cases k = {ID, II,DI}.11 We have

|C∗ID
s | ≥ |C∗II

s | ≥ |C∗DI
s |.

Let us now consider again the example of Figure 1. Applying Theorem 2, we obtain the

unique equilibrium community C∗
s for seed s:

1. If v is ID-monotone, then C∗
s = {s, i, j, k}.

2. If v is II-monotone, then C∗
s ∈ CD

s = {{s, i}, {s, i, j}, {s, i, k}, {s, i, j, k}}.

3. If v is DI-monotone, then C∗
s ∈ CE

s = {{s}, {s, i}}.

4 Policy implications: Key players and denser networks

We now examine two important policy and targeting questions. First, we identify the key players

in the network; that is, the players who contribute the most to the payoff of the equilibrium

community.12 Second, we examine the impact of increasing network density (i.e., adding links)

on equilibrium outcomes. For each question, we state a series of general results, then examine

in detail the case in which function v is II-monotone (i.e., case 2, technology adoption).13

4.1 Key players

For a given seed s, key players are the nodes that contribute the most to the payoff obtained

by s, which is the the payoff of the equilibrium community (Theorem 1). In other words, key

players are the nodes whose removal decreases the seed’s equilibrium payoff the most in the

network.

Let G−i be the subgraph induced by removing i, and G−i
s be the component of G−i that

includes s. In our running example (Figure 1), if we remove node i (and its links), we obtain

G−i, which has two separate components: k and {s, j}. Of these, only one component includes

s; that is, G−i
s = {s, j}.

Definition 4 (Key players). Consider seed s on graph Gs, with equilibrium community C∗
s ∈ Es.

For any i ̸= s, let ∆u−i
s ≡ u(C∗

s )−u(C−i∗
s ) be the contribution of i to seed s in terms of payoffs.

Node i is a key player if she has the highest contribution to seed s (i.e., if ∆u−i
s ≥ ∆u−j

s for

any j ̸= s). Let Ss be the set of such key players.

We partially identify key players when v is II-monotone. Interestingly, two statistics derived

from the graph G−i
s turn out to be crucial in determining key players: the size n−i

s of G−i
s

and the domination number d−i
s of G−i

s (see Definition 2). In our running example where

G−i
s = {s, j}, n−i

s = 2. Since the set of dominating communities is C−i,D
s = {{s}, {j}}, the

domination number is d−i
s = 1.

11For instance, case k = ID refers to ID-monotonicity. Similarly for the the other two cases. This should
cause no confusion.

12See Zenou (2016) for an overview of the literature on key players in the network.
13We consider neither case 1 (political activism), because it is trivial, nor case 3 (criminal gangs), because no

clear policy results emerge.
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Proposition 1 (Key players in case 2 (technology adoption)). Consider seeds s and i, j ̸= s.

If n−i
s < (≤)n−j

s and d−i
s ≥ d−j

s , then ∆u−i
s > (≥)∆u−j

s .

This proposition shows that we can determine the key player between two agents by simply

comparing the two statistics of G−i
s , n−i

s (size) and d−i
s (domination number). This implies a

partial ordering of players’ contributions.

Let us now discuss and apply this proposition for Figure 1. Recall that there are three

agents besides s. Figure 6 plots n−l
s and d−l

s for the nodes l ∈ {i, j, k}.

Figure 6: Key players for the network in Figure 1

Figure 6 illustrates why n−l
s , the size of the remaining community, matters. Using Proposi-

tion 1, we obtain that ∆u−i
s > ∆u−k

s . We see that i and k have the same domination number

d−i
s = d−k

s = 1. In contrast, agent i has a lower community size, since n−i
s = 2 < n−k

s = 3.14

In other words, under II-monotonicity, removing i is more costly in terms of payoffs because

it reduces more the size of the remaining community that s may form. As such, i is more

“important” than k.

Figure 6 also illustrates why d−l
s , the domination number of the remaining community,

matters. Using Proposition 1, we obtain ∆u−j
s ≥ ∆u−k

s . We see that j and k have the same

community size n−j
s = n−k

s = 315 but agent j has a higher domination number, since n−j
s =

2 > n−k
s = 1. In other words, under II-monotonicity, if payoffs put more weight on neighbors

than on community size, being able to form communities with large neighborhoods (i.e., small

minimum dominating communities) is important. Removing j makes it more difficult to form a

small minimum dominating community than removing k. Consequently, j is more “important”

than k. Since this reasoning holds only when payoffs put more weight on neighbors than on

community size, j is only weakly more important than k.

In summary, Proposition 1 helps narrow down the set of candidate key players, but it cannot

fully characterize the set Ss. For example, in the network of Figure 1, it cannot compare agents

i and j, since n−i
s < n−j

s but d−i
s < d−j

s . However, since ∆u−i
s > ∆u−k

s , k /∈ Ss, which implies

that Ss ⊆ A = {i, j}. This logic generalizes into the following corollary, which gives a necessary

condition for being a key player.

14Observe that G−k
s = {s, i, j}, which implies that n−k

s = 3.
15Observe that G−j

s = {s, i, k}, which implies that n−j
s = 3 and, since the set of dominating communities is

C−j,D
s = {{s, i}, {i, k}}, d−j

s = 2.
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Corollary 3. Fix seed s, and let v be II-monotone. If i ∈ Ss, then for all j ̸= i, s, we have

either n−j
s ≥ n−i

s or d−j
s < d−i

s .

Corollary 3 has a simple graphical interpretation. Figure 7 generalizes Figure 6 to an

arbitrary graph. Note that n−i
s ≤ n − 1 and d−i

s ≤ n−i
s . As such, to be key players, all nodes

must be under the dotted line. Corollary 3 states that all nodes that have at least another node

in their top-left quadrant (i.e., the grey points) are not in Ss. By eliminating these nodes, we

are left with Ss ⊆ A.

Figure 7: Graphical illustration of Corollary 3 for an arbitrary graph and an arbitrary seed s,
with V being the set of cut vertices of that graph. Corollary 3 implies that i ∈ Ss ⇒ i ∈ A.

Let us formally define the well-known concept of a cut vertex (e.g., Bondy and Murty (1976)

p. 31) as it appropriately relates to the notion of key players:

Definition 5. A node i is a cut vertex of graph G if the induced subgraph G−i is disconnected.

Denote by VG the set of cut vertices.

The notion of the cut vertex is important for our understanding of Corollary 3. The size

of the remaining community n−i
s is related to cut vertices, because while n−i

s ≤ n − 1 for any

node i, we have n−i
s < n − 1 ⇐⇒ i ∈ VG. Intuitively, when v is II-monotone, key players are

important for two possible reasons. First, they are gateways to some nodes (i.e., they are cut

vertices since they have a small n−i
s ). Second, they are the fastest way to access such nodes,

since they allow building small minimum dominating communities (i.e., high d−i
s ).

4.2 Network density

Let us now study the effect of increasing the network density on the equilibrium oucomes.
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4.2.1 General case

We first cover a general payoff that encompasses all three cases. We examine the impact of

adding a link to the network. Note that adding a link adds at most one neighbor to each

existing community and can also create new communities.

To compare different graphs, we add the subscript Gs to all our previously defined variables.

For instance, instead of Cs, we use CGs to denote the set of feasible communities for seed s on

graph Gs. Furthermore, we define G′
s = Gs + ij as the graph that adds link ij to graph Gs.

Theorem 3 (Denser networks). Fix seed s and networks Gs and G′
s. Let C∗

Gs
and C∗

G′
s
be the

equilibrium communities for seed s on Gs and G′
s. Then, u(C∗

G′
s
) ≥ u(C∗

Gs
).

Theorem 3 shows that, in all three cases, adding a link always weakly increases the equi-

librium payoff of agents belonging to the equilibrium community. The additional link either

makes existing communities more desirable or creates new communities that are potentially

more desirable.

Theorem 3 implies neither that the agents who enjoy that payoff on the augmented graph

G′
s are a subset of those who enjoyed the payoff on Gs nor that this increased payoff increases

the total welfare (defines as the total sum of utilities). Even if adding a link increases the utility,

it can shrink the equilibrium community, potentially leading to an overall decrease in welfare.

Finally, while Theorem 3 guarantees that additional links do not decrease equilibrium payoffs,

it is unclear which links strictly increase the equilibrium payoffs.

4.2.2 II-monotonicity, Case 2 (technology adoption)

To gain additional traction on the effect of variation in network density, we go back to case 2.

We provide necessary and sufficient conditions which guarantee that additional links strictly

increase the equilibrium payoffs.

Our first result (Proposition 2) is straightforward. Recall that when v is II-monotone,

equilibrium communities are dominating (Theorem 2). Additional links strictly increase the

seed’s equilibrium payoff (and thus, the payoff of all members of the equilibrium community)

if and only if the domination number strictly decreases and payoffs are such that agents prefer

the smaller minimum dominating community provided by this additional link. To simplify

matters, we assume that the valuation v of a community is singled-peaked as far as dominating

communities are concerned. Formally,

Proposition 2. Suppose that v(k, n−k), k ∈ {0, . . . , n} is single-peaked and reaches a maximum

at k∗. Let C∗
Gs

and C∗
G′

s
be equilibrium communities for seed s on the networks Gs and G′

s,

respectively. Then, u(C∗
G′

s
) > u(C∗

Gs
) if and only if dG′

s
< dGs and k∗ < dGs.

Which links strictly reduce the domination number? Our next result (Proposition 3) provides

the necessary and sufficient graphical conditions for the additional link ij to strictly reduce the

domination number. Let us introduce them informally first. An additional link strictly reduces

the domination number if and only if it satisfies one of the three conditions illustrated in Figure

8. First, the additional link completes a community (condition 1 in Proposition 3); that is,

the link takes a community that was not dominating (in Figure 8, community {s, i}) and adds
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a neighbor to it (in Figure 8, node j), so the community becomes dominating. Second, it

allows shrinking an existing dominating community by bypassing nodes whose sole function is

to make a community connected (i.e., nodes that are cut vertices to the community), but do not

bring any additional neighbors to the community. This second scenario admits two variants:

one may either bypass one cut vertex (condition 2 in Proposition 3) or bypass two cut vertices

(condition 3 in Proposition 3). In Figure 8, vertices k (condition 2) and k, l (condition 3) are

cut vertices to the dominating communities {s, i, j, k} (condition 2) and {s, i, j, k, l} (condition

3). Additionally, these nodes do not bring neighbors to their communities. As such, the tie ij

allows bypassing them.

Figure 8: Illustration of Proposition 3. Gray nodes form a minimum dominating community
for seed s.

While capturing condition 1 formally is relatively straighforward, stating conditions 2 and

3 formally requires additional notations. As illustrated in Figure 8, nodes that do not bring

additional neighbors to a dominating community may be bypassed by an additional link. In

other words, these nodes have no private neighbors in their community. Formally,

Definition 6 (Private neighbors). Let NP
Cs
(I) be the set of private neighbors of nodes I ⊆ Cs

for community Cs on graph Gs. Private neighbors are neighbors of I that are shared with no

other members of Cs. That is,

NP
Cs
(I) = {j : j ∈ NCs and there is i ∈ I ⊆ Cs such that ij ∈ Gs and jk /∈ Gs for any k ∈ Cs\I}.

Consider our running example (Figure 1) and community Cs = {s, i, k}. We haveNP
Cs
({s}) =

NP
Cs
({i}) = NP

Cs
({k}) = ∅, while NP

Cs
({s, i}) = {j}. In other words, j is the private neighbor of

the set {s, i} for community Cs. Conditions 2 and 3 attempt to shrink a dominating community

by bypassing some of its nodes. Only nodes that have no private neighbors may be bypassed.

Since nodes with no private neighbors do not add neighbors to the community, the sole

reason for these nodes to be included in a minimum dominating community is that they make
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this community connected. In other words, these nodes are cut vertices to this community.

Definition 5 introduces the notion of cut vertices of the whole graph Gs. We have a similar

definition of cut vertices to a community. A vertex i ∈ Cs is a cut vertex to community Cs if

its removal makes Cs disconnected. We denote VGCs
as the set of cut vertices to community Cs

on graph G and introduce the notion of within-community paths. That is, we define PGCs
(i, j)

as the set of paths between nodes i, j ∈ Cs such that all nodes on that path are in Cs. Node i

is a cut vertex to Cs if and only if there are j, k ∈ Cs such that i ∈ p for any p ∈ PGCs
(i, j). In

our running example (Figure 1), community Cs = {s, i, k} has only one cut vertex: VGCs
= {i}.

We will see that if a dominating community Cs has cut vertices with no private neighbors, then

these cut vertices may be bypassed by the addition of a link.

Another useful way to analyze whether a (sub)graph is connected is to examine its block-

cut tree. The block-cut tree decomposes a community by separating it into a set of blocks

(intuitively, components that do not contain cut vertices) tied to one another by cut vertices.

Formally,

Definition 7 (Block-cut tree). A block bCs of a community Cs on a graph Gs is a subgraph

of Cs that is connected, has no cut vertices, and is maximal with respect to those properties.

BGs(Cs), the block-cut tree of community Cs on graph Gs, is a bipartite graph with bipartition

(BGCs
,VGCs

), where BGCs
is the set of blocks of Cs on graph Gs and VGCs

denotes the set of

cut vertices of Cs. A block bCs ∈ BGCs
and a vertex vCs ∈ VGCs

are adjacent in BGs(Cs) if and

only if vCs ∈ bCs .

In our running example, consider the complete community Cs = {s, i, j, k}. This community

has one cut vertex, VGCs
= {i}, and has two blocks: b1 = {s, i, j} and b2 = {i, k}. Its block

cut tree is BGs(Cs) = {b1i, b2i}. We will see that links that reduce the domination number are

those that make meaningful changes to the block-cut tree of Gs.

With this, we are now equipped to state our result formally:

Proposition 3. Denote G′
s = Gs + ij and consider seed s ∈ N . We have dG′

s
< dGs if and

only if one of the following three conditions is met:

1. Complete a community. There is a community Cs ∈ CGs such that |Cs| < dGs, i ∈ Cs,

and ACs = {j}.

2. Bypass one cut vertex. There is a community Cs ∈ CD
Gs

such that |Cs| = dGs, i, j ∈ Cs,

i and j belong to distinct blocks of BGs(Cs), there is a node k ̸= i, j, s such that k ∈ VGCs
,

NGCs
({k}) = ∅, k has degree 2 on BGs(Cs), and there is p ∈ PGCs

(i, j) such that k ∈ p.

3. Bypass two cut vertices. There is a community Cs ∈ CD
Gs

such that |Cs| ≤ dGs + 1,

i, j ∈ Cs, i and j belong to distinct blocks of BGs(Cs), and there are two nodes k, l ̸= i, j, s

such that k, l ∈ VGCs
, NGCs

({k, l}) = ∅, k, l both have degree 2 on BGs(Cs), {k, l} ∈ BGCs
,

and there is p ∈ PGCs
(i, j) such that k, l ∈ p.

Proposition 3 spells out the only three cases for which adding a link to a graph reduces the

domination number. Adding a link to a graph both adds neighbors to existing communities

and allows forming new communities. The additional tie reduces the domination number if and
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only if it completes an existing community and makes it dominating, or allows forming a new,

“better” dominating community. Condition 1 captures the former, while conditions 2 and 3

jointly capture the latter.

Condition 1 is relatively straightforward. The only way to complete a community and reduce

the domination number is to consider a community that has only one anonymous neighbor j

and connect it to a member i of this community. Our running example (Figure 1) with seed s

and G′
s = Gs+sk illustrates this condition. The link sk allows completing community Cs = {s}.

We have |Cs| = 1 < dGs = 2. The link sk satisfies s ∈ Cs and ACs = {k}. By condition 1, we

obtain dG′
s
= 1 < dGs .

We illustrate conditions 2 and 3 in the context of the simplified examples introduced in

Figure 8. Consider condition 2 first. On graph Gs, community Cs = {s, i, j, k} and link ij

match condition 2. Cs is a minimum dominating community of seed s; as such, Cs ∈ CD
Gs

and

|Cs| = dGs . Community Cs has cut vertices VGCs
= {i, k}, blocks BGCs

= {{s, i}, {i, k}, {j, k}},
and block-cut tree BGs(Cs) = {{s, i}i, {i, k}i, {i, k}k, {j, k}k}. Since i ∈ {s, i} and j ∈ {j, k},
i and j belong to distinct blocks of BGCs

. Node k has no private neighbors in Cs; that is,

NGCs
({k}) = ∅. Furthermore, k has degree 2 on BGs(Cs), as it is connected to blocks {i, k}

and {j, k}. Finally, the path p = i, k, j is within Cs and has k ∈ p. By condition 2, dG′
s
= 2,

since community Cs \ {k} ∈ CD,min
G′s . It is easy to check that condition 3 applies to the relevant

graph in Figure 8.

We now discuss the necessity of each part of condition 2. Condition 2 shrinks a community

by one node; as such, to strictly decrease dGs , the community Cs that is shrunk needs to be

a minimum dominating community (i.e., a dominating community with dGs members). The

bypassed node k needs to be a cut vertex with no private neighbors. If k had private neighbors,

she could not be removed. If k had no private neighbors and was not a cut vertex, then k could

be made redundant in Gs, and so Cs would not be a minimum dominating community. For the

link ij to bypass k, k must be on a path between i and j. This path connects i to j and is going

through a series of blocks and cut vertices. However, i and j may not belong to the same block,

for otherwise, there are at least two distinct paths between i and j: one with k on it, and the

other without, meaning that k is already bypassed. Finally, for the link ij to guarantee that

the resulting community Cs \ {k} is connected, removing k must not prevent accessing other

blocks. In other words, k must have degree 2 on the block-cut tree.

Condition 3 extends condition 2 to the removal of two nodes. Since condition 3 shrinks

a community by two nodes, to strictly decrease dGs , the community Cs that is shrunk can be

larger than that in condition 2. Specifically, it needs to be a dominating community with size at

most dGs +1. Similar to condition 2, the removed nodes k, l need to be cut vertices that jointly

have no private neighbors. As in condition 2, the remaining conditions on the path between

i and j and the block-cut tree ensure that the additional link ij actually bypasses nodes k, l

without disconnecting Cs \ {k, l}.
To summarize, for case 2 (technology adoption), we provide three different conditions that

lead to an increase in the total welfare of the members of the equilibrium community. Each

of these conditions reduces the domination number in the network obtained by adding a link

(Proposition 3), which increases the total welfare of the equilibrium community (Proposition 2).
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5 Conclusion

This paper aims to develop a game-theoretical framework to model the formation of a community

and to understand how the community is affected by its members as well as its neighbors.

We have three main results. First, for arbitrary payoffs, there is essentially a unique SPE

that maximizes the payoff of the seed. Second, by having payoffs depending on the size of the

community and that of its neighbors, we show that three realistic cases emerge, corresponding

to (i) political activism, (ii) technology adoption, and (ii) criminal gangs. The equilibrium

community is complete in the first case; it is a dominating community in the second case

and an exposed community in the last one. This implies that we can rank the size of each

community, starting with the largest community in the first case and finishing with the smallest

community in the last case. Third, when comparing two agents in an equilibrium community,

we can determine the key player by only using two sufficient statistics: the size of the remaining

network and the domination number. We also provide conditions that guarantee that adding a

link to a network increases the welfare of the equilibrium community.
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Appendix: Proofs

Proof of Theorem 1. We show the contrapositive. That is, we show that if the strategy

profile σ has an outcome C that does not solve maxC∈Cs us(C), then σ is not a SPE.

Let C∗ be a community that solves maxC∈Cs us(C), and note that C ̸= C∗.

Suppose first that C∗ = ∅. Then s has a profitable deviation in rejecting the offer from

Nature.

Suppose now that C∗ ̸= ∅. We define the concept of feasibility from a history.

Definition 8. We say that community C ′ is feasible from history h where node i ∈ Ct has to

make an offer, with set of pending offers P t if there is a strategy profile σ such that all of σ’s

outcomes are C ′.

The following lemma delineates conditions for feasibility.

Lemma 2. Suppose node i ∈ Ct moves at history h with set of pending offers P t. If Ct ⊂ C ′,

and for all nodes in k ∈ C ′ \Ct there is a path from k to j ∈ Ct such that all links on this path

are either in P t or between some nodes k, l ∈ C ′ \ Ct, then C ′ is feasible from h.

Proof of Lemma 2. Let I ≡ {i : i ∈ Ct and i ∈ ij such that ij ∈ P t} ∪ C ′ \ C. The strategy

profile σ is the following:

1. Every time a link between any two members of I is drawn, the offerer makes the offer,

and the recipient accepts.

2. Every time any other link is drawn, the offerer does not make the offer.

Part 1 of σ ensures that every node from C ′ will be made an offer. Indeed, there is a path from

any j in C ′ to a member of Ct, and that path is yet to be drawn (since some links are in P t,

and the other parts will be included in Pt at later time periods). Part 2 ensures that nodes that

are not in C ′ \ Ct do not join the community.

Suppose that C = ∅. Then s has a profitable deviation in accepting the offer from Nature.

Indeed, after s has accepted that offer, either C∗ = {s}, or by lemma 2, community C∗ is

feasible from that history.

Suppose that C ̸= ∅. Consider the last history h in σ at which C∗ is feasible from, and let

σ∗ be the strategy profile that implements C∗. At that history, a link between offerer i and

recipient j has been drawn. We argue that i or j have a profitable deviation from σ to σ∗.

Specifically, if j ∈ C∗ \ C, then either i has a deviation in making an offer to j, or j has a

deviation in accepting that offer, since uk(C
∗) > uk(C) for k ∈ {i, j}. If j ∈ C \ C∗, then i has

a profitable deviation in not making an offer to j, since ui(C
∗) > ui(C).

Proof of Corollary 1. Straightforward from the dicussion in the text.
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Proof of Lemma 1. We show that for any k ∈ {1, . . . , ds − 1}, we have n∗
s(k) ≤ n∗

s(k + 1).

Let C∗
s (k) be a community that solves maxC∈Cs:|C|=k |NC |. Since G is connected and C∗

s (k) is

not a dominating community, there is i ∈ NC∗
s (k)

that has a neighbor j ∈ AC∗
s (k)

. So community

C∗
s (k) ∪ {i} has at least n∗

s(k) neighbors, and so n∗
s(k) ≤ n∗

s(k + 1).

We now show that n∗
s is decreasing on {ds, . . . , n}. Note that for any k ≥ ds, it must be

that C∗(k) ∈ CD
s . As such, n∗

s(k) = n− k, which is decreasing in k.

Proof of Theorem 2. Note that by Theorem 1, an equilibrium community of seed s C∗
s sat-

isfies u(C∗
s ) = maxC∈Cs u(C). Also note that by assumption 1, we have C∗

s ̸= ∅.
Proof of case 1. Note that N ∈ Cs for any s, and that we have |C| < n for any C ̸= N and

|NC | ≥ 0 for any C ̸= N . Therefore argmaxC∈Cs us(C) = {N}.
Proof of case 2. We prove a useful lemma.

Lemma 3. Consider graph G. If community C ∈ Cs \ CD
s , then there is C ′ ∈ CD

s such that

|C ′| > |C| and |NC′ | ≥ |NC |.

Proof of Lemma 3. Suppose C ∈ Cs \ CD
s . Note that there is C∗ ∈ Cs such that |C∗| = |C|+ 1

and |NC∗ | ≥ |NC |. Indeed, if C ∈ Cs \ CD
s , then there is i ∈ NC that has at least one neighbor

k ∈ AC , for otherwise C is a dominating community. So the community C∗ = C ∪ {i} satisfies

|C∗| = |C| + 1 > |C|, and |NC∗ | ≥ |NC |. Iterating this argument for all such nodes i, it must

be that there is C ′′ ∈ CD
s such that |C ′′| > |C| and |NC′′ | ≥ |NC |.

For any C ∈ Cs \ CD
s , lemma 3 implies that there is C∗ ∈ CD

s such that |C∗| > |C| and
|NC∗ | ≥ |NC |. So u(C∗) > u(C).

Proof of case 3. We prove the contrapositive. That is, we prove that if C /∈ CE
s , then C is

not an equilibrium community of seed s. If C /∈ CE
s , then there is C ′ such that |C ′| < |C| and

|NC′ | ≥ |NC |, implying that u(C ′) > u(C).

Proof of Corollary 2. By theorem 2, it must be that |C∗1
s | = n ≥ |C∗2

s | ≥ ds, and that

d̃s ≥ |C∗3
s |. Since ds ≥ d̃s, it must be that |C∗2

s | ≥ |C∗3
s |.

Proof of Proposition 1. Consider i, j ̸= s such that ns,−i < (≤)ns,−i and ds,−i ≥ ds,−j .

Consider furthermore communities Ci ∈ EG−i
s
, Cj ∈ E

G−j
s
. Note that if C ∈ CD

G−i
s
, then there is

C ′ ∈ CD
G−j

s
such that |C ′| = |C| and |N

G−j
s ,C′ | > (≥)|NG−i

s ,C |. By P 2-Monotonicity, it must be

that u(C ′) > (≥)u(C). As such, we have u(Cj) > (≥)u(Ci), which implies δis > (≥)δjs.

Proof of Corollary 3. Suppose not. That is, suppose there is i ∈ Ss and j such that n−j
s <

n−i
s and d−j

s ≥ d−i
s . Proposition 1 implies that ∆u−i

s < ∆u−j
s , which contradicts i ∈ Ss.

Proof of Theorem 3. By Theorem 1, C∗
Gs

solves maxC∈CGs
u(C). As such, it suffices to show

that maxC∈CG′s u(C) ≥ maxC∈CGs
u(C).

Suppose we are in case 1. By Theorem 2, we have C∗
Gs

= C∗
G′s = N . As such, maxC∈CG′s u(C) =

maxC∈CGs
u(C). Suppose now that v is increasing in |NC |; that is, suppose that v matches cases

25



2 or 3 and note that any C ∈ CG satisfies:

|NG′C | =

|NGC |+ 1, if i ∈ C and j ∈ AC

|NGC | otherwise.

Since v is increasing in |NC |, then for any C ∈ CGs , we have uG′(C) ≥ uG(C), which proves the

claim.

Proof of Proposition 3. We first show that if any of conditions 1, 2, 3 is met, then dG′
s
< dGs .

Suppose that condition 1 holds. Note first that by construction, C /∈ CD
Gs

and C ∈ CD
G′

s
. Also

note that |NG′C | = |NGC |+ 1. Furthermore, note that it must be that |C| = dGs − 1. Indeed,

suppose that |C| < dGs−1. SinceG is connected and AC = {j}, it must be that there is k ∈ NGC

such that j ∈ NG,{k}. Therefore, we have that C ∪ {k} ∈ CD
G , and |C ∪ {k}| = |C|+ 1 < dGs , a

contradiction. So we have |C| = dGs − 1 < dGs , which proves the point.

Suppose now that condition 2 holds. Note that community C ′ ≡ C \{k} has |C ′| = dG−1 <

dG. To prove the point, it suffices to show that C ′ ∈ CD
G′

s
.

We first show that C ′ ∈ CG′
s
. That is, we show that PG′

s,C
′(x, s) ̸= ∅ for any x ∈ C ′. If there

is p′ ∈ PGsC(x, s) such that k /∈ p′, then p′ ∈ PG′
s,C

′(x, s). Suppose now that there is no such

p′. It must be that x, s belong to distinct blocks bx, bs respectively of C. Note that if there is

a path between bx, bs on BG′
s
(C ′), then PGs,C′(x, s) ̸= ∅. We show that such path exists. Let

bi, bj be the blocks of i, j respectively. On BGs(C), there is a path between bx and bs that goes

through k. Since k ∈ p, there is also a path between bi and bj that goes through k. Since k

has degree 2 on BGs(C), it must also be that (without loss of generality) there is a path from

bx to bi and from bs to bj such that k is on none of those two paths. Note that on BG′
s
(C ′),

the link ij creates a new block bij = {i, j}, and implies that i, j ∈ VG′,C′ . As such, the path

bx, . . . , bi, i, bij , j, bj , . . . , bs connects bx to by.

We now show that C ′ ∈ CD
G′

s
. Since NGC({k}) = ∅, it must be that NG′

s,C
′ = NGsC ∪ {k}.

As such, C ′ ∈ CD
G′

s
.

Suppose now that condition 3 holds. Note that community C ′ ≡ C \ {k, l} has |C ′| ≤
dGs − 1 < dGs . We prove the point as for condition 2. That is, we first show that C ′ ∈ CG′

s
,

then that C ′ ∈ CD
G′

s
. The proof proceeds as for condition 2, but considers k, l instead of k. The

addtional requirement that bkl ≡ {k, l} ∈ BGsC implies that the path between bi(bx) and bj(bs)

goes through k, bkl, l instead of just k.

We now show that if dG′
s
< dGs , then any of conditions 1, 2, 3 is met. Consider C ′ ∈ CD

G′
s
and

suppose that dG′
s
< dGs . Suppose furthermore that C ′ ∈ CGs . Then it must be that condition

1 is met for otherwise, either C ′ /∈ CD
G′

s
or dG′

s
= dGs .

Suppose now that C ′ /∈ CGs . Then it must be that i, j ∈ C ′ and PG′
s,C

′(i, j) = {{i, j}} for

otherwise, C ′ ∈ CGs . We show that there must be C ∈ CD
Gs

that meets condition 2 or 3. To do

so, we prove a useful lemma.

Lemma 4. Suppose G′ = G + ij. Consider seed s and community C ∈ CD
G′

s
such that i, j ∈ C

and PG′
s,C(i, j) = {i, j}. It must be that one of the following statements is true:

1. There is k ∈ NG′
s,C such that k ∈ NG′

s,C(b1) and k ∈ NG′
s,C(b2) for b1 ̸= b2 ∈ BG′

s,C .
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2. There are k, l ∈ NG′
s,C such that there is a link between k and l and k ∈ NG′

s,C(b1) and

l ∈ NG′
s,C(b2) for b1 ̸= b2 ∈ BG′

s,C .

Proof of Lemma 4. Note that Gs is connected. In other words, there must be a path from i to

j on Gs that does not go through the link ij. Suppose that both statements 1 and 2 are false.

We show that this implies that Gs is disconnected. To do so, we show that on G′
s, the only

path from i to j is p = i, j. Since p is the only path from i to j with all nodes within C, if

another path p′ exists, it must go through nodes in NG′
s,C . Specifically, p′ starts from i, then

stays within C, then leaves C through some block b1, and re-enter C through some other block

b2 and finally reach j. Yet, if statements 1 and 2 are false, p′ cannot re-enter C through block

b2.

Note that C ′ meets the requirements of lemma 4. Suppose condition 1 of lemma 4 holds.

We show that C = C ′ ∪ {k} satisfies condition 2 of proposition 3. By construction, C ∈ CD
Gs.

Furthermore, since dGs > dG′s, it must be that dGs ≥ dG′s+1. As such, |C| = dGs. Furthermore,

since C ′ ∈ CD
G′s, it must be that NGC({k}) = ∅. Additionally, on G, k ∈ p for any p ∈ PGC(i, j).

As such k ∈ VGC and i, j belong to different blocks of BG(C). It remains to show that k has

degree 2 on BG(C). Suppose not. That is, suppose that there is a node m that belongs to some

block bm ̸= bi, bj , with a link from bm to k on BG(C). If that is so, then C ′ is not feasible on

G′.

Suppose now that condition 2 of lemma 4 holds. We show that C = C ′ ∪ {k, l} satisfies

condition 3 of proposition 3. By construction, C ∈ CD
G . Furthermore, |C| = dG′+2. Since dG′ ≤

dG − 1, we have |C| ≤ dG + 1. Furthermore, since C ′ ∈ CD
G′ , it must be that NGC({k, l}) = ∅.

Additionally, on G, k, l ∈ p for any p ∈ PGC(i, j). As such k, l ∈ VGC and i, j belong to different

blocks of BG(C). We show as for condition 1 of lemma 4 that k and l have degree 2 on BG(C).

Finally, since k, l ∈ VGC and there is a link between k and l, then {k, l} ∈ BGC .

Proof of Proposition 2. Suppose that dG′
s
< dGs and k∗ < dGs . By condition 2, it must be

that C∗
Gs

∈ CD,min
Gs

. Proposition 3 implies that there is C ∈ CD
G′

s
such that |C| = dG′

s
< dGs . If

dG′
s
≥ k∗, then u(C) > u(C∗

Gs
). If dG′

s
< k∗, then there is C ′ ∈ CD

G′
s
such that |C ′| = k∗. We

have u(C) > u(C∗
Gs

).

Consider s ∈ N such dG′
s
= dGs . Then u(C∗

G′
s
) = u(C∗

Gs
). Suppose now that k∗ ≥ dGs .

Then it must be that C∗
Gs

is essentially equal to C∗
G′

s
, which implies u(C∗

G′
s
) = u(C∗

Gs
).
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