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1 Introduction

The housing market is characterized by a highly heterogeneous and complex product,

local segmentation, and a slow price discovery process caused by a variety of frictions.

Buying a house is, therefore, a search intensive process involving a lengthy review of

homes for sale and price comparisons across the inventory of homes listed for sale at a

given point in time. Much of this search process is conducted online. A recent report

by the National Association of Realtors (NAR, 2020) shows that home buyers use the

internet as their main source of information about the housing market, with as many

as 93% of home buyers using the internet to search for a home.

This paper develops and tests a set of hypotheses about the relation between online

housing search volume and changes in house prices. Our �rst hypothesis is that search

activity, which tracks peoples� intentions of buying a house and thereby proxies for

housing demand, should have a positive relation with house prices. Given various

frictions in the housing market, an increase in search activity is propagated into future

periods, implying sluggish price adjustment in response to an increase in demand such

that search activity should hold predictive power for future variation in house prices

�an insight that follows directly from theoretical search-based models (e.g. Berkovec

and Goodman, 1996, and Carrillo et al., 2015). Because the house search process

tends to be lengthy, our second hypothesis is that internet search volume has predictive

power at both short and long-term horizons, but also that its predictive power declines

at longer horizons where the supply of homes is more likely to shift, thus reducing the

bene�ts from search. Our third hypothesis is that the predictive power of housing

search, being a proxy for housing demand, is particularly strong in housing markets

with low supply elasticity as well as in markets with high degrees of speculation. Since

housing markets are inherently local and segmented, our fourth hypothesis is that local

search activity contains important information about local house prices beyond what

is captured in national search activity. Our �fth and �nal hypothesis is that housing

search intensi�es when buyers expect home prices to appreciate and, conversely, is
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reduced when home prices are expected to depreciate.

The intense and lengthy search process involved in buying a house coupled with the

large frictions in the housing market means that it is natural to expect internet search

volume for housing to have predictive power for future house prices. Using Google

Trends search data, we start out with the keyword �buying a house�and add related

search terms supplied by Google, all of which are intuitively related to the search

process of future home buyers. To capture common variation across search volume

indices, we de�ne the Housing Search Index (HSI) as the �rst principal component

of the search volume indices, which provides us with a simple and clean measure of

housing demand.

We show that demand for housing as measured through online search activity predicts

future house prices at both short and long-term horizons. At the one-month horizon,

the HSI explains more than 50% of the variation in national house price growth,

while at the one-year horizon the explanatory power exceeds 65%. The predictive

power of HSI peaks at horizons around 5 to 10 months, which is consistent with the

time buyers typically spend �nding a home from the initial search process to closing

the deal. Across horizons, the HSI produces far more accurate forecasts of future

house prices than standard housing market determinants �a result that holds both

in-sample and out-of-sample.

Demand for housing is generally believed to be a function of key macroeconomic vari-

ables such as interest rates, employment and credit conditions. To better understand

the mechanism behind housing search activity, we examine the relation between the

search index and a range of variables typically used to explain dynamics in the housing

market. We �nd that internet search for housing is positively related to employment

and buyer sentiment as measured by University of Michigan�s Survey of Consumers.

In contrast, housing search appears unrelated to interest rates and credit conditions.

Based on typically used housing market determinants, we are only able to explain

one-third of the variation in the HSI, which suggests that other (unobserved) factors

2



play an important role in households�decision to search for housing.

Google Trends provide data also on local online search volume. This is a key advantage

relative to macroeconomic data since housing markets tend to be local in nature (Del

Negro and Otrok, 2007, Gyourko et al., 2013, Glaeser et al., 2014, and Hernández-

Murillo et al., 2017). In regressions across 77 Metropolitan Statistical Areas (MSAs),

we show that local housing search is a strong predictor also for local house prices,

generally explaining more than 40% of the one-month-ahead variation in MSA-level

house prices. Furthermore, controlling for national search activity, we show that local

housing search remains a signi�cant predictor of local house prices, which is direct

evidence that housing markets are in�uenced by local search dynamics.

We next exploit cross-sectional variation in local housing markets to corroborate our

interpretation that HSI is a proxy for latent housing demand. We do so along two

dimensions. First, our MSA-level regressions show a large dispersion in the economic

e¤ect on house prices from changes in search activity. Provided that HSI captures

variation in housing demand, we would expect to see a larger economic e¤ect in local

housing markets with a more constrained housing supply. Using the supply inelasticity

measure of Saiz (2010), we show that this is indeed the case. For example, at the annual

horizon, the impact on house price growth from a one standard deviation change in

housing search is on average 5.4% in low supply-elasticity MSAs versus 3.3% in MSAs

with a high supply elasticity. Second, since speculation represents a source of housing

demand (Gao et al., 2020), HSI should contain more predictive ability in markets

where there are more housing speculation. Using the fraction of non-owner-occupied

home purchases as proxy for housing speculation as in Gao et al. (2020), we �nd that

HSI has signi�cantly more predictive ability in MSAs that are more prone to housing

speculation. This �nding relates to Piazzesi and Schneider (2009), who show that a

small number of optimistic investors can have a large price impact.

Other papers have studied the relation between online search and housing. Wu and

Brynjolfsson (2015) �nd that search data are more e¤ective for predicting house trans-
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actions than for predicting house prices and that online search has rather limited

predictive power for house prices. This contrasts with our �ndings, but the reason

for the di¤erence is easy to comprehend. Importantly, Wu and Brynjolfsson use two

broad and prede�ned search categories (real estate listings and real estate agencies)

containing several individual search terms, complicating the economic interpretation

of their search activity measures. Conversely, we explicitly use terms that capture

search activity from potential house buyers and therefore bears a much closer rela-

tion to housing demand and consequently has strong and highly signi�cant predictive

power over variation in house prices across several horizons. In another related paper,

Beracha and Wintoki (2013) use search volume for "real estate i", where "i" is the

name of a city and show that abnormal search volume for a city lead to abnormal

changes in house prices for that city. We �nd that our suggested procedure has con-

siderable more predictive content for future house prices compared to the procedure

used by Beracha and Wintoki (2013).

Our analysis is also related to the literature that exploits online search activity to

measure peoples� attention and its impact on asset prices. For example, Da et al.

(2011) construct a direct measure of investor attention through online search activity

for individual stock tickers and show that an increase in attention predicts higher stock

prices in the ensuing two weeks. At a more aggregate level, Da et al. (2015) use daily

search activity to construct a Financial and Economic Attitudes Revealed by Search

(FEARS) index using keywords such as recession, unemployment and bankruptcy.

They show that the index predicts short-term return reversals as well as temporary

increases in volatility.1 Andrei and Hasler (2015) provide both a theoretical framework

and empirical results which support attention as a key determinant of asset prices. We

contribute to this literature by showing that demand for housing as measured through

online search activity is a strong predictor of house prices. The predictive ability of

search activity for house prices follows naturally from the high search intensity involved

1Joseph et al. (2011) also �nd that the more di¢ cult stocks are to arbitrage, the stronger is the
link between search intensity (as measured by online ticker search) and future returns.
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in buying a house as well as the frictions present in the housing market. Consequently,

search activity has a relatively large and long-lasting impact on future house prices �

both in absolute terms and when compared to other asset classes.

Our paper is also directly related to the literature on predictability of house prices,

including studies such as Rapach and Strauss (2009), Plazzi et al. (2010), Ghysels et al.

(2013), Soo (2018), Cox and Ludvigson (2019), and Bork et al. (2020). This literature

typically uses either economic variables such as interest rates, employment and credit

conditions or sentiment-based variables as predictors. The underlying intuition here

is that supply and especially demand are largely driven by these variables which,

consequently, contain important information about future house prices. We extend

this literature by proposing a more direct measure of demand and show that it strongly

outperforms standard variables used to predict future house prices. In addition to the

better predictive power of our HSI measure, there are several other advantages of

using online search data in forecasting house prices compared to data gathered from

government agencies. Many macroeconomic variables are often announced with a

substantial time delay, only available at a low frequency, and subject to substantial

data revisions, complicating real-time forecasting. In contrast, Google search data are

readily available at a high frequency without time-delay and are not subject to data

revisions.2

The rest of the paper is structured as follows. Section 2 describes how we build on

the theoretical insights from search-based models as well as how we measure housing

demand and construct the national and local search indices. This section also contains

an analysis of how the search index relates to standard housing market determinants.

Section 3 contains an empirical analysis of the predictive power of search activity in

the housing market with regards to future house prices. Section 4 explores variation in

local housing markets and relates our �ndings to variation in local supply elasticities

2Guo (2009) and Ghysels et al. (2017) show that asset return predictability from macroeconomic
data tends to be considerably weaker when using unrevised real-time macroeconomic data as opposed
to using revised macroeconomic data.
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and speculative demand. Finally, Section 5 contains concluding remarks.

2 Search Activity in the Housing Market

Online search volume has been shown to track investor sentiment in stock and bond

markets (Da et al., 2015). It is plausible to expect that search activity also contains

valuable information for tracking and quantifying variation in the demand for housing

� a highly complex and segmented market. Speci�cally, aggregate internet search

volume for phrases such as �buying a house� is likely to re�ect genuine interest in

actually buying a house and should thereby provide a timely and observable signal

that is correlated with the underlying (latent) variation in housing demand.

2.1 Search as a Leading Indicator for Housing Demand

We start by brie�y motivating our choice of housing search activity as a leading indi-

cator for demand in the housing market by building on the theoretical backbone of the

search and matching literature. The idea behind these models is that since no central

clearing house exists, buyers and sellers look for each other until they are matched.

Since search is a costly activity, searchers will aim at optimizing the e¤ort over time.

Several models within this framework imply that positive (negative) demand shocks

lead to subsequent positive (negative) house price changes, which helps motivate that

housing search as a proxy for demand should contain predictive power for future house

price changes.3

Piazzesi et al. (2020) point out that, although supply in the housing market can

be proxied by the number of homes available for sale in a given market, demand

(the number of potential buyers), remains unobserved. A similar observation is made

by Han and Strange (2015) about buyer-side search intensity since they argue that

3See Han and Strange (2015) for a detailed survey of the literature on housing search models.
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although we have measures for seller-time-on-market, there is no parallel for buyers�

time-on-market as proxy for buyer search. Since buyers are arguably more active

than sellers are, empirical research on buyer search intensity is essential for reaching

a better understanding of housing markets. Our paper attempts to make up for this

shortcoming, arguing that we can use internet search activity, segmented by local

markets at the MSA level, as a proxy for the search behavior of home buyers across

time.

Our study is related to Piazzesi et al. (2020), but in contrast to their study, we

characterize search intensity dynamics over time at an aggregate MSA level across

the U.S., instead of focusing on cross-sectional search for individual houses at a single

point in time as their study does. Piazzesi et al. document that search activity is

positively correlated with house prices in the cross-section of U.S. cities. Our study

con�rms the positive relationship between search activity and prices but by analyzing

the time series dimension, we can capture the e¤ect of current search intensity on future

price appreciation. In this respect, our study con�rms the theoretical predictions of

Berkovec and Goodman (1996), who present a model in which frictions in the search

and matching process imply that current demand shocks impact not only current but

also future house price changes. In their model, buyers and sellers have imperfect

information about the underlying market conditions, implying that price expectations

adjust gradually in response to a demand shock.4

Carrillo et al. (2015) develop a search and matching model in which measures of

market tightness, which is de�ned as the ratio of buyers and sellers in the market,

predict future house price changes. More buyers entering the market during times of

increasing demand leads to market tightness which in turn is followed by an increase

in the bargaining power of sellers and in predicted sale probabilities. Since buyers

and sellers do not hold perfect information about market conditions (e.g., the size of

demand shocks), an increase in market tightness today leads to an increase in house

4Krainer (2001) and Novy-Marx (2009) also analyze frictions in the search and matching process
of home buyers and sellers.
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prices in the future.5 Other search-based models can generate similar mechanisms of

sluggish price adjustments. For instance, building on Wheaton (1990), Diaz and Jerez

(2013) specify a search model that propagates the e¤ect of aggregate shocks to future

periods. A key element of their model is that search and matching frictions produce

trading delays such that not all agents seeking to buy a new home can do so right

away, implying that the e¤ect of aggregate shocks is propagated to future periods.

Genesove and Han (2012) develop a search and matching model in which lagged seller

response, due to gradual adjustment of the seller�s reservation price, results in sluggish

price adjustment after a demand shock. In a similar vein, Head et al. (2014) show that

time-consuming search and matching generates sluggish price adjustments in response

to a shock.

Taken together, the theoretical insights from search-based models imply that a shift

in demand today will lead to price changes in future periods.

2.2 Construction of the Housing Search Index

To quantify internet search activity, we use Google Trends data from which we obtain a

time series index on the volume of queries for a given search term in a given geographic

area.6 Google Trends provides a set of related queries for every main query. The list

of related queries (or, equivalently, related terms) includes between 0 and 25 di¤erent

terms, with the �nal number depending on the search volume of the main query,

i.e. high volume series will usually have 25 related queries while lower volume series

will feature fewer. Google does not disclose the methodology it uses to select related

queries, but the resulting terms are usually intuitively related to the main query.

From the perspective of quantifying housing demand this feature is appealing for two

5van Dijk and Francke (2018) create a proxy for tightness in the Dutch housing market which
relates positively to changes in house prices.

6Other search engines exist. However, Google dominates the U.S. search engine market with a 63
percent market share as of October 2018 (Statista, 2018). Data on search volume are also available for
other services owned by Google such as Image Search, News Search, Google Shopping and YouTube
Search, but these account for far smaller volumes than general Google searches.
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reasons. First, each semantically related keyword can provide additional information

about housing demand beyond that contained in the original query. Second, since

related terms are likely to be correlated, this induces a natural factor structure which

allows us to build an aggregate measure of housing demand.

Google Trends data are available from 2004 onwards. Our sample period runs from

2004:1 to 2019:9 and uses the monthly frequency.7 To obtain a simple and clean

measure of housing demand, we initially use �buying a house� as our main search

term and subsequently obtain a list of 22 related terms: �when buying a house�,

�buying a home�, "buy a house", "mortgage", "buying a new house", "before buying

a house", "how to buy a house", "real estate", "steps to buying a house", "buying

a house calculator", "�rst time buying a house", buying a house process", "house

buying process", "homes for sale", "building a house", "buying a house with bad

credit", "cost of buying a house", "buying a house to rent", "mortgage calculator",

"houses for sale", "buying a house tips", and "buying a foreclosure house". These

search terms are all directly related to the home buying process and as such should

proxy for housing demand. The three remaining related search terms are excluded

either because they are unrelated to housing ("buying a car") or because the search

volume is low. We de�ne low volume series as those for which more than 10% of

observations equal zero.8

Our aggregate measure of housing demand is constructed as the �rst principal com-

ponent of the search volume indices for the 23 keywords that are all intuitively related

to the search process of future home buyers. This principal component accounts for

more than 25% of the total variance of the underlying search volume indices and the

individual keywords generally have high positive loadings on the �rst principal com-

ponent. We therefore interpret this principal component as a summary measure for

7As noted by D�Amuri and Marcucci (2017), Google Trends are created based on a sample of
queries that change according to the time and IP address used to download the data. To account for
sampling error, we compute the index for all Google Trends queries using an average over 15 di¤erent
days. The correlation across di¤erent samples is always above 0.99. Hence, the results are, for all
practical purposes, robust to this issue.

8The two excluded terms are "help buying a house" and "buying a house cash".
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housing search and refer to it as the Housing Search Index (HSI).9

Before extracting the �rst principal component, we transform the search indices as

follows. Following Da et al. (2011, 2015) and Vozlyublennaia (2014), we �rst convert

the series to their natural logarithm.10 To account for the possibility that the individ-

ual Google Trends series could follow di¤erent trends, we adopt a sequential testing

strategy in the spirit of Ayat and Burridge (2000) and similar to Borup and Schütte

(2020).11 We further remove seasonality by regressing each series on monthly dummy

variables and study the residuals from this regression.

2.3 Housing Search and Prices

Panel A in Figure 1 displays a time series of the HSI along with the log growth rate

in the Federal Housing Finance Agency (FHFA) House Price Index. Housing search

and growth in house prices move closely together. In particular, we note that the

HSI captures the negative growth rates in 2009-2010 that followed the collapse in

the housing market, the subsequent recovery, as well as the more stable house price

growth seen in recent years.

9As a robustness check, we have analyzed the e¤ect of including the second and third principal
components and there are no predictive gains of including these.
10There is no consensus in the literature as to whether Google Trends data are best characterized by

stationarity, trend stationarity or a unit root since this can be very sensitive to the query in question.
Vozlyublennaia (2011), Choi and Varian (2012), Bijl et al. (2016) and D�Amuri and Marcucci (2017)
do not perform any di¤erencing or detrending of the series, which suggests that the Google Trends
data they use are stationary. Yu et al. (2019) use an ADF test on three Google Trends queries: �oil
inventory�, �oil consumption�and �oil price�and �nd evidence of stationarity at the 5% level (10%
level) in �oil inventory� (�oil consumption�), but these authors are not able to reject the null of a
unit root for �oil price�. Da et al. (2015) study the log-di¤erences (growth rates) of their data.
11The idea is to successively test for stationarity, linear trend stationarity and quadratic trend

stationarity using an augmented Dickey-Fuller (ADF) test. Speci�cally, the �rst test computes an
ADF test with a constant term. If the null of non-stationarity is rejected, we stop and use the series
without any transformation; conversely, if the null is maintained, we use an ADF test that includes
both a constant and a linear time trend. If the null of this second test is rejected, we linearly detrend
the series by using the residuals of a regression of the series on a constant and a time trend; otherwise
we compute a �nal ADF test that includes a constant, a linear trend and a quadratic trend. If we
reject the null of this test, we detrend the series by a similar methodology as before but include a
quadratic trend in the regression; otherwise we take �rst di¤erences.
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To explore the dynamic relation between the HSI and movements in house prices,

Panel A of Figure 2 shows regression slope coe¢ cients, associated t-statistics and R2

values of monthly price changes from t � 1 to t on lagging, contemporaneous and

leading values of the HSI:

pt � pt�1 = �j + �jHSIt+j + "t; (1)

where pt is the log of the FHFA house price index in month t and j ranges from

j = �12 to j = 12. We �nd much larger coe¢ cients and R2-values using lags rather

than leads of the HSI, suggesting that movements in the HSI precede movements

in the FHFA house price index. The strongest statistical relation between the HSI

and changes in house prices occurs at lags of the HSI ranging from one through four

months. At these lags, the predictive power of the HSI over monthly house price

changes exceeds 50%. Leads of the HSI are also signi�cantly related to house price

changes, but increasing the lead length substantially reduces the magnitude of the

slope coe¢ cient, the degree of statistical signi�cance, and the R2-values.

Table 1 shows results from tests of bi-directional Granger causality between the HSI

and house price changes. Regardless of lag length, we generally �nd that the Granger

causality runs from the HSI to house price changes and not the other way around,

once two or more lags are included. Overall, the results indicate that the HSI is a

leading indicator of subsequent changes in house prices � a point we explore more

in-depth in Section 3.

2.4 Housing Search and Transactions

If online search activity provides an accurate signal about peoples�intentions of buying

a house, we should expect to �nd a positive relation between HSI and subsequent

house sales. To explore this relation, Panel B of Figure 1 displays HSI along with

monthly sales of existing single-family housing units from the National Association
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of Realtors (NAR). The �gure shows a strong positive relation between online search

activity and house sales, which supports the conjecture that people only engage in a

costly search process if they have true intentions of completing a transaction. The

�gure also shows that HSI tends to lead home sales, as we observe a substantial

decrease in search activity prior to the large drop in house sales leading up to the

�nancial crisis and likewise an increase in search activity prior to the increase in sales

in 2009 and 2011-2012.

To evaluate the lead-lag relation between HSI and house sales, we undertake a similar

analysis as that performed in equation (1), now performing regressions

salest = �+ �HSIt+j + "t; (2)

where salest is the sales of existing single-family housing units from NAR in month

t, and j ranges from j = �12 to j = 12. Panel B of Figure 2 shows the slope coef-

�cients, associated t-statistics and R2-values as functions of j: Their large values for

j < 0 strongly suggest that search activity leads house sales. The slope coe¢ cients

imply that a one standard deviation increase in the HSI is associated with an in-

crease in house sales of almost 600,000 units one year ahead. In contrast, we see no

discernible relation between sales and future search activity, suggesting that increased

sales activity does not prompt an increase in the volume of searches for buying a house.

Consistent with this, the Granger causality tests in Table 1 imply that the HSI is

useful in forecasting home sales, while the reverse is not the case.12

Taken together, Panels A and B in Figure 2 suggest that online housing search volume

leads both house prices and home sales but that the lead times are very di¤erent, being

notably shorter (2-3 months) for house prices than for actual home sale transactions

(12 months).

12Home sales is highly persistent with an AR(1) coe¢ cient of 0.97. As a robustness check, we also
conducted the Granger causality tests using the �rst di¤erence of home sales, which led to the same
conclusion, namely that the Granger causality runs from the HSI to home sales and not the other
way around.
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2.5 Housing Search and Other Housing Market Variables

Housing search activity is likely to be correlated with a variety of other economic

variables. It is therefore important to address to what extent we can explain variation

in housing search by means of macroeconomic fundamentals and other determinants of

outcomes in the housing market. For example, does housing search increase in periods

with low interest rates, high employment, good credit conditions, and high sentiment?

Moreover, does housing search still predict movements in house prices and home sales

after controlling for other economic variables?

To better understand the drivers behind housing search, we regress the HSI on a set

of commonly used housing market determinants, focusing on the aggregate housing

market to ensure the longest available data series. Motivated by studies such as

Rapach and Strauss (2009), Plazzi et al. (2010), Ghysels et al. (2013), Bork and

Møller (2018), Cox and Ludvigson (2019) and Bork et al. (2020), we include the

following set of variables in our analysis:

� Employment (employ): The log employment growth rate (total nonfarm pay-

rolls).

� In�ation (in�): The log di¤erence in the Consumer Price Index for all urban

consumers (all items).

� Building permits (permits): The log di¤erence in new private housing units

authorized by building permits.

� Housing starts (starts): The log di¤erence in new privately owned housing units.

� Term spread (term): The 10-year treasury constant maturity rate minus federal

funds rate.

� Mortgage rate (mort): The change in the 30-year �xed mortgage rate.
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� Price-rent ratio (pr): The log ratio of the house price to the rent of primary

residence.

� Loans outstanding (loans): The log change in commercial and industrial loans

outstanding.

� Sentiment (sent): Fraction of respondents who answer that now is a "good time"

to buy a house from the University of Michigan�s Survey of Consumers.13

Table 2 shows the results from the contemporaneous regression model

HSIt = �+ x
0
t� + "t; (3)

where xt contains the standard housing market determinants either individually in

univariate regressions (left column) or combined in a multivariate regression (right

column). In the univariate regressions, common house price predictors such as in�a-

tion, the term spread, mortgage rate, price-to-rent ratio, and loans outstanding bear

little-to-no relation to the volume of housing search. That is, we cannot explain move-

ments in housing demand as measured through online search activity by means of

changes in interest rates and credit conditions �at least not during our sample period

from 2004 to 2019. Building permits and housing starts are both signi�cantly posi-

tively related to housing search volume. However, with R2 values around 3-7%, they

explain only a very small part of variation in the HSI. In contrast, housing search

volume is strongly positively correlated with employment and sentiment as re�ected

in R2-values around 15-18%. Housing search volume thus tends to increase in times

with high employment and general optimism about conditions for buying a house.

Combining our full list of standard housing market determinants in a multivariate

regression (right column), we can explain around 35% of the variation in the HSI.

With almost two-thirds of the variation in theHSI left unexplained, a large component

13All other variables are from the Federal Reserve Bank of St. Louis (FRED) database.
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of time-series movements in the volume of housing search is, thus, uncorrelated with

standard activity measures from the housing market.

2.6 Local Housing Search

Online search activity can be used to quantify a local component in housing demand.

Speci�cally, Google Trends can be used to extract search activity that occurs within

smaller geographical areas, allowing us to study the importance of housing search

in the cross-section of local housing markets. This is an important feature because

existing evidence suggests that local market factors help explain movements in house

prices across the U.S. (e.g. Del Negro and Otrok, 2007, and Hernández-Murillo et al.,

2017).

We �rst analyze whether the e¤ect from housing search activity on house prices de-

pends on the local housing supply. To do this, we use Saiz�s (2010) supply elasticity

measures across Metropolitan Statistical Areas (MSAs). Saiz (2010) provides results

for the 95 MSAs with a population over 500,000 in 2000. Google de�nes metropoli-

tan areas slightly di¤erently from the U.S. O¢ ce of Management and Budget (OMB)

which leads us to exclude 18 MSAs from our analysis. For the remaining 77 MSAs

there is a one-to-one mapping between the de�nitions of Google and OMB.

We de�ne local housing search using the same keywords as for the aggregate U.S.

housing market and exploit that Google Trends automatically includes geographical

idiosyncrasies of home buyer search patterns in each MSA through the related terms.

In this way, the search data will be heavily localized. While search activity for indi-

viduals residing in a given MSA counts in the overall search volume for that particular

MSA, some individuals may also be interested in buying a home in one of the neigh-

boring MSAs. To allow for such potential moves across MSA borders, we also include

search activity in the state in which the MSA is located.
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Search volume and the number of related terms vary across geographical regions and

so the number of predictor series for each MSA also varies. To handle this issue, we

follow Bai and Ng (2008) and use a targeted PCA approach which ensures that only

the most relevant search indices are included to compute local demand factors.14

To illustrate the di¤erences across local housing markets, Figure 3 shows the local

HSI along with the growth rate in the local Freddie Mac house price index for Miami

and Wichita. Among the 77 MSAs included in our analysis, Miami and Wichita have

the lowest and highest supply elasticity, respectively, cf. Saiz (2010). For Miami we see

a very similar pattern in house prices as compared to the national market, although

with a larger boom-bust cycle. We also observe a very strong relation between the

local HSI and growth in house prices similar to that found for the national market. In

contrast, house prices in Wichita did not experience a notable boom-bust cycle from

2004 to 2010 and monthly growth rates never stray far away from zero. Although

the link between HSI and growth in house prices is less clear for Wichita, we do

�nd a signi�cant relation between the two. However, from Figure 3 we should expect

di¤erences in the economic e¤ect on local house prices from shocks to local HSIs. We

further explore this point in Section 4.

3 Search Volume and Predictability of House Prices

If online search activity tracks peoples�intentions of buying a house �and thus proxies

for the demand for housing �we would expect increases in the HSI to be associated

with higher subsequent house prices. Given various frictions in the housing market,

an increase in demand is propagated into future periods, which leads sluggish price

adjustment in response to an increase in demand (e.g. Berkovec and Goodman, 1996,

14Speci�cally, for each MSA we use the elastic net estimator of Zou and Hastie (2005) to select the
ten most relevant search indices, then apply principal component analysis to summarize the most
important information from these ten indices into one common component which constitutes the local
housing search index.
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and Carrillo et al. 2015). Figures 1 and 2 support this conjecture by showing a strong

positive relation between housing search and future growth in house prices.

To more formally explore the predictive power of housing search with respect to house

price movements, we estimate predictive regressions

pt+h � pt = �h + �hxt + "t+h; (4)

where pt is the log of the FHFA house price index, h is the forecast horizon, and xt is

a predictive variable which is either our housing search indicator, HSI, or a variable

taken from the list of housing market determinants described earlier. We consider four

di¤erent horizons, namely h = 1; 3; 6 and 12 months.

Table 3 reports the estimate of �h, the corresponding t-statistic in parenthesis, and

the R2 in square brackets.15 The housing search index is seen to be a very strong

predictor of future house prices with signi�cantly positive slope estimates, consistent

with future house prices rising when current search (demand) for housing is high.

Moreover, the estimated slope coe¢ cients increase with the horizon, indicating that

the relation strengthens at longer horizons. In fact, the predictive power of the HSI

is substantial, with R2-values ranging from 52% at the one-month horizon to around

70% for h = 6 and 12:16 The economic magnitude is also large, as a one standard

deviation increase in the HSI is associated with a 4.55% increase in expected house

price growth at the one-year horizon.

Among the standard predictors, employment and sentiment stand out for their sta-

tistical signi�cance although they clearly explain less of the variation in house prices

than housing search activity. Employment generates an R2 around 20-25% across the

15t-statistics are computed using the Newey and West (1987) procedure with h lags.
16Estimating the predictive regression on the individual search terms, "buying a house" delivers

the highest R2 ranging from 37% for h = 1 to 57% for h = 12: Across the four horizons, HSI delivers
an R2 that is roughly 12-20 percentage points higher than this best performing individual search
term. Although "buying a house" is a strong predictor in itself, these results emphasize the value
added by also including related search terms.

17



four forecast horizons, while the R2 associated with sentiment ranges between 11%

and 30%. The remaining predictors yield R2 values between 0 and 7%. None of the

standard predictors thus come close to matching the predictive power of the HSI over

future house prices.

These results suggest that housing search activity carries important information about

future house prices over and above the information embedded in standard housing mar-

ket predictors. To further verify this claim, we use the residuals from the multivariate

regression in Table 3 to construct a version of the housing search index that is orthog-

onal to the standard predictors, which we denote by HSI?: The �nal row in Table

3 shows that the slope coe¢ cients for HSI? remain positive and highly signi�cant

with R2-values between 23-36%. This corroborates our �nding that the HSI contains

important information about future house prices that is not subsumed by standard

housing market variables.

3.1 Predictability at Longer Horizons

Table 3 covers forecast horizons up to 12 months. Searching for a house is often a

lengthy process so it is not surprising that the HSI displays strong predictive power

also over long horizons up to a year. However, we would also expect that its predictive

power declines for very long horizons since home buyers have an incentive to limit

the search period to avoid excessively large search costs. To visualize the predictive

power over very long horizons, Figure 4 summarizes the slope coe¢ cients, associated

t-statistics and R2 values for horizons up to �ve years (h = 60). The �gure shows that

the HSI is a signi�cant predictor of house price growth up to a horizon of roughly four

years, but also that the explanatory power steadily declines after its peak at horizons

around 5 to 10 months.

Our 16-year sample from 2004-2019 means that we only have a limited number of

independent observations at the longer horizons. Caution should therefore be exercised
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when interpreting these results, especially at the longest horizons. However, a decline

in the predictive power at a horizon of roughly 10 months seems plausible given the

time it typically takes to buy a home from the initial search process to closing the

deal. NAR (2020) reports that the typical search time for a home is 10 weeks. Prior to

searching for a home, buyers are likely to gather information about the house buying

process itself. Among the keywords underlying HSI, this initial step is captured by

�steps to buying a house� and �house buying process�. Once a buyer has found a

house, the buyer and seller have to agree on a price, the house must be inspected, and

the loan application must be approved, with the latter steps typically taking 40-50

days.

3.2 Adjustments for Serial Correlation

A number of studies have documented that growth in house prices exhibit positive

serial dependence (e.g., Case and Shiller, 1989). Serial correlation can arise due to

frictions and illiquidity and may also re�ect the procedure used to construct the house

price indices (Ghysels et al., 2013).17

To verify that HSI�s predictive ability of future house prices is not just driven by au-

tocorrelation in house price changes, we consider two simple unsmoothing techniques.

First, following Getmansky et al. (2004), we unsmooth the house price changes using

an MA(3) �lter.18 In the case of illiquidity-driven smoothing, we would expect the

e¤ects to be relatively short-lived such that a three-month lag length speci�cation

should su¢ ce. Panel A of Table 4 shows that the HSI has strong predictive power

for the MA(3)-�ltered house price changes and is highly statistically signi�cant across

17Although the FHFA index is a repeat-sales index, the FHFA calulates their monthly house
price index without the use of temporal aggregation, which would have been a direct source of
autocorrelation. In contrast, the monthly Case-Shiller house price index is based on a three-month
moving average window, implying that this index is substantially more autocorrelated than the FHFA
index.
18That is, we estimate the equation, pt � pt�1 = � + "t + �1"t�1 + �2"t�2 + �3"t�3; and then use

the residuals "̂t as the dependent variable.
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all horizons. We observe an R2 of more than 20% at the one-month horizon, rising to

more than 50% at the one-quarter horizon and approximately 65% at the six-month

and one-year horizons.

Next, we follow Fischer et al. (1994) and Miller et al. (1994), among others, and use an

AR(1) model to unsmooth the house price changes.19 In contrast to the MA(3) model,

the AR(1) model allows for an in�nite number of smoothing lags with exponentially

decaying weights. Panel B of Table 4 shows that the HSI also has strong predictive

power for the AR(1)-�ltered house price changes. We record an R2 of almost 10% at

the one-month horizon, which increases to 39% at the one-quarter horizon, and 57%

at the six-month and one-year horizons. Furthermore, the HSI is highly statistically

signi�cant across all horizons. These results con�rm that the HSI retains its strong

predictive ability when using unsmoothed house price changes.

3.3 Out-of-Sample Tests

In-sample predictive regressions such as those reported in Table 3 can be criticized

for over�tting �particularly in the multivariate case �and also could not have been

utilized in real time to generate forecasts of house prices, in part because the HSI

uses full-sample information. To address these issues, we next consider a set of out-of-

sample forecasting experiments in which we recursively compute theHSI and estimate

the coe¢ cients of the predictive model using only information available at the time

of the forecast. We use the �rst three years of our sample (2004-2006) as our initial

estimation period and reserve the remaining sample (2007-2019) for out-of-sample

testing.20

Panel A in Table 5 reports Campbell and Thompson (2008) out-of-sample R2 values

(R2OoS) and Diebold and Mariano (1995) t-statistics (tDM) for comparing predictive

19For the AR(1) model, we estimate, pt�pt�1 = �+�(pt�1�pt�2)+"t; and then use the residuals
"̂t as the dependent variable.
20We use an expanding estimation window but obtain similar results with rolling windows.
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accuracy against a given benchmark. In each case, R2 values are computed relative to

a "historical average" benchmark that assumes constant growth rates in house prices.

The null hypothesis is R2OoS � 0, while the alternative hypothesis is R2OoS > 0.

We �nd that the HSI is able to explain 50% of the out-of-sample variation in next

month�s growth in aggregate house prices. The predictive power increases with the

forecast horizon and reaches its peak for h = 6 with R2OoS = 66%, declining to R
2
OoS =

57% for h = 12. The Diebold-Mariano tests strongly reject the null hypothesis that

R2OoS � 0 at all forecast horizons.

Further, Panel A shows that forecasts from the HSI strongly outperform forecasts

based on popular determinants of house prices across all horizons. In most cases,

these variables generate R2OoS statistics that are close to zero or negative. The main

exception is the sentiment variable which generates a positive R2OoS across all horizons

(see also Cox and Ludvigson, 2019, and Bork et al., 2020). However, the R2OoS gen-

erated by sentiment is notably lower than that of the HSI and this variable fails to

generate statistically signi�cant Diebold-Mariano test statistics.

To assess if the strong predictive power of HSI is restricted to certain periods in

time, we follow Welch and Goyal (2008) and plot the di¤erence in the cumulative sum

of squared forecast errors (CSSFE) for h = 1 in Figure 5. The benchmark is again

constant growth rates in house prices. An upward sloping CSSFE implies that HSI

delivers better forecasts than the benchmark and vice versa if the CSSFE is downward

sloping. Positive values at the end of the sample show that a given forecasting model

produced more accurate out-of-sample forecasts, on average, than the benchmark with

negative values suggesting the reverse. For comparison we also show the results for

the employment and sentiment variables. HSI (top panel) performs especially well

during the housing bust from 2007 to 2009 but online search activity also holds im-

portant information about future house prices in less turbulent times and there are

no periods with notable underperformance against the benchmark. The employment

and sentiment variables (middle and bottom panels) also performed well during the
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housing bust period. However, in contrast to HSI these variables fail to predict time-

variation in house prices in the subsequent sample, including the 2009-2012 recovery

in house prices.

In conclusion, our out-of-sample analysis con�rms the strong in-sample predictive

ability of the HSI and shows that online search activity is a consistently strong pre-

dictor of future house prices in turbulent as well as in calmer periods. The analysis

also emphasizes the strong predictive power of HSI compared to the standard house

price determinants that generally have di¢ culties predicting future house prices out-

of-sample.

3.3.1 Bootstrap Analysis

To further validate the statistical signi�cance of the HSI in forecasting house prices,

we consider a simulation experiment that is comparable to the "useless" factor tests

of Kan and Zhang (1999a,b). In particular, we generate 10,000 bootstrap samples

by row-wise resampling from the panel of 23 search indices (with replacement). The

resampled panels have the same length as the original panel of search indices. For

each bootstrap sample, we recursively estimate the HSI and generate out-of-sample

forecasts, then save the R2OoS statistic. As the resampled placebo Google search data

should bear no relation to the realized house price growth rates, the HSI should not

be useful in forecasting growth in house prices. Basically, the resampled search indices

represent random noise and so are �useless�.

We analyze the empirical distribution of the R2OoS statistic by computing empirical

p-values. The simulations in Panel B in Table 5 show that the share of bootstrapped

R2OoS statistics that exceed their empirical counterparts from Panel A equals zero

across all horizons. Hence, the chance of obtaining the same goodness-of-�t with

random Google data as we �nd with the actual data is virtually zero.

As further robustness checks, we consider two alternative bootstrap procedures that
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take into account the persistence in the data. The �rst one uses a parametric boot-

strap in which we estimate an AR(1) model for each Google series and retain the

estimated coe¢ cients along with the residuals from each regression to construct a

panel of placebo series that have the same autoregressive coe¢ cient and variance as

the series in the Google Trends panel. In addition, we consider a non-parametric cir-

cular block bootstrap procedure similar to the row-wise resampling above. However,

instead of drawing one row at a time, for each series we build the placebo series from

blocks of sizem. For each series, we select the optimal value of m, using the automatic

selection procedure developed by Politis and White (2004). Results from these two

alternative bootstrap procedures are also shown in Panel B. The �ndings are identical

to those obtained from the row-resampling bootstrap, implying that it is extremely

unlikely that the observed R2OoS were due to chance.

These robustness tests corroborate the robustness of our �ndings on the highly sig-

ni�cant out-of-sample predictive power of the HSI over future movements in house

prices.

3.4 Comparison with Wu and Brynjolfsson (2015)

Our construction of the HSI focuses on the buying side of the housing market through

the chosen keywords. Accordingly, we interpret the search index as a proxy for latent

demand. In a related paper, Wu and Brynjolfsson (2015) also consider the use of online

search activity to predict house prices and sales. Instead of using speci�c keywords,

they consider prede�ned search categories supplied by Google Trends, namely �Real

estate agencies�and �Real estate listings�. Google classi�es search queries into cat-

egories using an undisclosed natural language classi�cation engine (Choi and Varian,

2012) and it is not completely clear how we should interpret these categories other

than they relate to the topic given by the name of the category. Wu and Brynjolfsson

(2015) �nd that these two search categories hold limited predictive power for future
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house prices compared to future house sales.21

In their empirical analysis, Wu and Brynjolfsson (2015) forecast house prices in levels,

which complicates a direct comparison with our results which use log-changes in house

prices. Furthermore, their sample period ends in 2011.

To facilitate a direct comparison with Wu and Brynjolfsson (2015), Table 6 explores

the predictive power of the two search categories �Real estate agencies� and �Real

estate listings�and compares these to HSI.22 Panel A shows that the two prede�ned

categories hold no predictive power for growth in house prices. The slope coe¢ cients

are not signi�cantly di¤erent from zero and the R2 values range between 0.6% and

2%. In contrast, Panel B shows that HSI retains its strong predictive power after we

control for the two prede�ned search categories. These results strongly suggest that a

more carefully chosen set of keywords with a clear economic interpretation is important

for the predictive power of online search compared to broad search categories.

Panel C in Figure 1 plots the two prede�ned search categories along with the log

growth rate in the FHFA House Price Index. Compared to Panel A in the same

�gure it is clear that "Real estate agencies" and "Real estate listings" do not capture

movements in house prices to the same extent as HSI. In particular, we notice that

the prede�ned search categories show an increase in search activity during the �rst

part of the bust period and lag house prices in the second part of that period.

In summary, we con�rm Wu and Brynjolfssons (2015) �nding that house prices are

di¢ cult to predict using the prede�ned categories �Real estate agencies�and �Real

estate listings�. A likely explanation of this is that these broad categories re�ect both

the buying and selling sides of the housing market. Our much stronger prediction re-

sults based on the HSI suggest an additional explanation, namely that the prede�ned

categories contain too much irrelevant information which distorts the predictive power

21Dietzel (2016) takes a similar approach and uses subcategories related to real estate to analyze
turning points in housing markets.
22We detrend and deseasonalize the prede�ned search categories similar to the other search indices

as described in Section 2.2.
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of search activity.23

3.5 Buying versus Selling Side of the Housing Market

Wu and Brynjolfsson (2015) conjecture that house prices are di¢ cult to predict using

the two prede�ned categories since they potentially re�ect both the buying and selling

sides of the housing market. This motivates us to explore the predictive power of a

search index based on the main search term �selling a house� instead of �buying a

house�. We follow the approach used in constructing HSI described in Section 2.2,

but now use a keyword intended to capture the selling side of the housing market.

The related search terms are: "when selling a house", "selling a home", "selling your

house", "selling my house", "selling a house taxes", "how to sell a house", "selling your

home", "tax on selling a house", "selling house by owner", "cost of selling a house",

"capital gains", "taxes on selling a house", "closing costs", "capital gains tax", and

"selling a house tips". These search terms are all directly related to the home selling

process. We denote the �rst principal component of these search terms HSIsell.

Panel C in Table 6 shows that this search index based on the selling side of the

housing market also contains important information about future house prices. All

slope coe¢ cients are signi�cantly positive with R2-values ranging between 22% for

h = 12 and 37% for h = 3: However, once we control for our original HSI measure

(based on housing demand), the predictive power of HSIsell declines and at longer

horizons its slope coe¢ cient is no longer signi�cantly di¤erent from zero (Panel D).

Comparing the R2-values from the model that contains both the HSI and HSIsell

measures to those based only on the HSI in Table 3, we observe only a very small

increase from adding HSIsell to a model that already contains HSI:

23We have also compared our procedure with that of Beracha and Wintoki (2013), who analyze
search activity for a particular MSA by using the search term "real estate i", where "i" is the given
MSA. We �nd that our suggested procedure has considerably more predictive content for future house
prices than that of Beracha and Wintoki (2013). For example, in Miami, Toledo, and Houston, our
local HSI�s generate R2s of 69%, 64%, and 48% at the one-month horizon compared to 10%, 7%, and
0% when using "real estate Miami", "real estate Toledo", and "real estate Houston", respectively.
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The slope coe¢ cients for HSIsell have the same positive sign as for HSI, i.e. an

increase in search activity on the selling side of the housing market is associated with

an increase in future house prices. Accordingly, we are careful not to interpret HSIsell

as a measure of housing supply. To better understand the nature of HSIsell, we plot

the search index together with HSI and the log growth rate in the FHFA House Price

Index in Panel D of Figure 1. HSI generally tends to lead HSIsell, which suggests

that households tend to search for a new house before selling their existing home.

In conclusion, search activity on the buying side of the housing market appears to dom-

inate search activity on the selling side in terms of predictive power over movements

in future house prices.

4 Variation in Search across Local Housing Mar-

kets

While national accounts data are often limited in geographic scope, a key advantage

of Google Trends data is that they have few geographical restrictions. This fact is

particularly important for our analysis because housing markets are local in nature

and we would not expect nationally aggregated data to capture all the complexities

of local housing market dynamics.

To explore the predictive power of local versions of the HSI; we estimate MSA-level

regressions,

pit+h � pit = �i + �iHSIit + "it+h; (5)

where pit is the log of the Freddie Mac house price index and HSIit is the housing

search index, both for MSA i in month t. Figure 6 summarizes the results through

a scatter plot of the estimated slope coe¢ cients (�i) versus R2i values across the 77

MSAs introduced in Section 2.6. To ease comparisons across MSAs all search indices
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are standardized and the slope coe¢ cients are multiplied with 1,200, such that they

measure the annualized change in house prices after a one standard deviation change

in search activity. For brevity, we only present results for h = 1, but the conclusion is

robust across longer forecast horizons as we will verify in a panel setting in Section 4.1.

The strong predictive power of the HSI at the national level reappears in individual

local housing markets with slope coe¢ cients that are signi�cantly positive for all except

one MSA and with 54 MSAs generating R2 values exceeding 40%.

Across the 77 MSAs, the estimated slope coe¢ cients range from 0.45 (Rochester) to

almost 15 (Stockton) on an annualized basis. This implies a large dispersion in the

economic e¤ect on local house prices from shocks to demand as proxied by search

activity. For example, a one standard deviation increase in the local HSI leads to

an annualized 12.4% increase in expected house price growth in Miami the following

month, while the corresponding response is only 1.4% in Wichita. Figure 6 illustrates

these di¤erences across local housing markets.

To further corroborate our interpretation of the HSI as capturing latent demand for

housing, we consider this cross-sectional dispersion in local housing markets along

two dimensions. First, we would expect the e¤ect on house prices of variation in

housing demand measured through HSI to be stronger in housing markets where the

supply is more constrained. Following Saiz (2010), we therefore analyze whether the

HSI is associated with stronger positive e¤ects on house prices in MSAs with a more

inelastic housing supply. Second, since speculation represents a source of housing

demand (Gao et al., 2020), we should see larger e¤ects of HSI in markets where there

are more housing speculation.24 We next explore these two dimensions empirically.

After that we analyze the e¤ect of variation in national-level versus MSA-level search

and, �nally, we analyze potential economic gains from exploiting the predictability in

house prices and the link between search activity and house price expectations.

24Piazzesi and Schneider (2009) use a search model to show that a small number of optimistic
investors can have a large price impact.
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4.1 Local Variation in Supply Elasticities

To address the hypothesis that variation in housing demand a¤ects house prices more

strongly in local markets with lower supply elasticity, we start by estimating predictive

panel regressions which allow us to analyze the average predictive relationship across

all MSAs. In particular, we regress the h-month-ahead log house price growth in MSA

i on the lagged housing search index in MSA i, constraining the slope coe¢ cients to

be identical across MSAs but allowing for individual MSA-speci�c �xed e¤ects, i.e.,

imposing �i = �j in (5). Following Thompson (2011), we compute standard errors that

are robust to heteroskedasticity as well as correlation along both the time and MSA

dimensions. Panel A in Table 7 shows the results. Local HSI signi�cantly predicts

local house price growth rates across all horizons. The predictive power of the local

HSI as measured by the within-R2 continues to be very large and is roughly 35%

across all four horizons. Moreover, consistent with the national evidence, increased

local housing search activity is associated with positive future growth rates in local

house prices.

The more di¢ cult it is to expand the housing supply, the greater the e¤ect of variation

in housing demand on house prices. Accordingly, we split the MSAs in two groups

based on their degree of housing supply elasticity as computed by Saiz (2010). This

allows us to analyze whether house prices in MSAs with a more inelastic housing

supply react stronger to changes in housing demand as measured by search activity.

To test this e¤ect, we estimate

pit+h � pit = �i +
�
� + �E � IEi

�
HSIit + "it+h; (6)

where IEi is a dummy variable that is equal to 1 if the supply elasticity in MSA i

is below median. Thus, �E measures the additional e¤ect of HSI on house prices

in low supply-elasticity MSAs. Panel B in Table 7 shows the results. For both high

and low supply-elasticity MSAs, we �nd a signi�cant relation between housing search
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and future growth rates in house prices. However, the economic signi�cance of the

relation between variation in demand and house prices is notably stronger in MSAs

with low supply elasticity compared to those with high supply elasticity. For example,

at the annual horizon, the impact on house price growth from a one standard deviation

change in theHSI is on average 3:32%+2:11% = 5:43% in low supply-elasticity MSAs

compared to an average of 3.32% in high supply-elasticity MSAs. To visualize these

results, Figure 6 shows the ten most supply-constrained MSAs in red and the ten

least supply constrained MSAs in green. We see a clear clustering of the MSAs in

accordance with the panel results in Table 7.

In conclusion, our results suggest that variation in local housing demand as proxied

by our search index possesses strong predictive power over growth rates in local house

prices. Moreover, changes in local housing demand have a notably larger economic

impact on house prices in MSAs with a more constrained supply of housing.

4.2 Local Variation in Speculative Demand

During the early 2000s house prices in many MSAs increased dramatically and reached

record high levels, which was followed by a collapse in house prices and a severe crisis

in the U.S. economy. A growing literature suggests that speculation in the housing

market was an important driver of the boom and argues that economic fundamentals

accounted for just a small fraction of the changes in prices during the housing boom

(e.g. Akerlof and Shiller, 2009, Chinco and Mayer, 2016, and Nathanson and Zwick,

2017).25 Given that the HSI is a direct measure of peoples�intention to buy a house

and hence captures the demand side of the market, we would expect that the predictive

power of HSI is systematically linked to the degree of speculation across MSAs.26

25Other contributing factors to the boom and bust in house prices have been put forward in the
literature, including credit conditions (Mian and Su�, 2009, and Favilukis et al., 2017) and low
interest rates resulting from excessively loose monetary policy (Taylor, 2014).
26An advantage of the HSI as a predictor is that it simply re�ects peoples�interest in buying a

house. As such it can be used to capture both fundamental and non-fundamental sources of demand
for housing.
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Following Gao et al. (2020), we measure speculation as the fraction of non-owner-

occupied home purchases using the Home Mortgage Disclosure Act (HMDA) dataset

which allows us to map individual mortgage level data to the 77 MSAs in our sample.

As Gao et al. (2020) point out, decisions to buy a non-owner-occupied home are to a

greater extent driven by speculative motives than decisions to buy a primary home.

Figure 7 plots the estimate of the predictive coe¢ cient �i from the MSA-level regres-

sions in (5) against the degree of housing speculation as measured by the fraction of

non-owner-occupied home purchases across MSAs. The degree of housing speculation

is strongly positively correlated with the size of the estimated predictive coe¢ cient

of the HSI. For example, in Stockton and Las Vegas �both among the MSAs with

the greatest magnitude of housing speculation � a one standard deviation increase

in the HSI leads to an increase in the expected growth rate of local house prices of

more than 14 percentage points per year. In contrast, in Hartford and Fort Wayne �

both among the MSAs with the least housing speculation �a one standard deviation

increase in the HSI leads to an increase in the expected house price growth rate of

less than four percentage points per annum.

To more formally test whether there is an additional e¤ect from the HSI in areas

with more intense housing speculation, we estimate

pit+h � pit = �i +
�
� + �S � ISi

�
HSIit + "it+h; (7)

where ISi is a dummy variable that equals one if the fraction of non-owner-occupied

home purchases in MSA i is above median. Thus, �S measures the additional e¤ect of

HSIit on house prices in MSAs with high degrees of housing speculation. Consistent

with the visualization in Figure 7, the estimates of �S in Panel C of Table 7 imply

that changes in the HSI have a signi�cantly larger impact on house prices in MSAs

with stronger degrees of housing speculation. Moreover, both the magnitude of the

estimated coe¢ cients as well as their explanatory power is very similar to that found

for the regression that accounts for supply elasticity (equation (6)): moving fromMSAs
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with below-median levels of speculation to MSAs with above-median speculation, the

impact on local growth in house prices of a one standard deviation increase in the HSI

is 0.2% at the one-month horizon, 1.2% at the six-month horizon, and 2.1% at the

12-month horizon. These results relate to the work of Piazzesi and Schneider (2009),

showing that a small number of optimistic investors can have a large price impact.

Taken together, our results demonstrate that the HSI is a better predictor of future

movements in home prices in housing markets with (i) inelastic supply; and (ii) greater

speculative activity. These channels may of course be related, so to see if they are

individually important, we next consider a panel regression model that includes both

IEi and ISi . From the results in Panel D of Table 7, we see that both e¤ects are

statistically signi�cant across all horizons.27

We conclude from these results that local housing search generally has strong predictive

ability for growth in local house prices but that the HSI is a particularly strong

predictor of house prices in markets with inelastic housing supply and high speculation.

4.3 National-level versus MSA-level search

To analyze the extent to which housing markets are in�uenced by local search dynamics

relative to national search activity, we next augment the panel regression model with

the national-level HSI. As Panel A in Table 8 shows, local housing search stays

statistically signi�cant across all forecast horizons after controlling for national-level

housing search. These results imply that housing markets are strongly in�uenced by

local search dynamics, consistent with �ndings in the literature that housing markets

are local in nature (Del Negro and Otrok, 2007, Gyourko et al., 2013, Glaeser et al.,

2014, and Hernández-Murillo et al., 2017).

We also evaluate if our estimates of the e¤ect of local supply elasticity and local

27IEi and I
S
i have a correlation of 0.22, suggesting that they capture di¤erent aspects of the variation

in local housing markets.
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speculative investment activity are a¤ected by variation in the national-level housing

search. Panel B of Table 8 shows that the e¤ect of local-level search remains stronger

in MSAs with low supply elasticity as well as in MSAs more prone to speculation in

the housing market.

4.4 Economic Signi�cance

Our results show that there is strong variation in search activity over time and across

MSAs and that search activity as a proxy for demand predicts future house prices �a

�nding that is in line with the theoretical search-and-matching modelling framework.

An obvious question is then whether the time-variation in expected house prices pro-

vides economic opportunities for potential homebuyers. Suppose, for instance, that

house prices are predicted to increase by, say, 4% in the next six months in a given

MSA. Does this represent an economic opportunity? If the potential homebuyer buys

now, it will lead to expected savings of 4%, but the potential homebuyer will not have

the chance to engage in time-consuming search which increases the probability of buy-

ing a house that is not a good match. If the potential homebuyer waits, house prices

will probably go up, but the potential homebuyer gets to inspect a larger set of houses

which come on the market in the interim. These types of considerations are not a

concern in markets with homogeneous goods, but of course housing is a heterogeneous

good involving a complicated and time-consuming search process.

To shed further light on the degree of time-variation in expected house price changes,

we identify episodes of intense housing search activity based on a threshold of one

standard deviation of the local HSI. Across MSAs, we identify 2,194 months with

housing search activity more than one standard deviation above the (local) mean.

Panel A in Figure 8 shows the median house price change following these episodes as

well as the 1st and 3rd quartiles. From the �gure, we see that the median growth rate

in house prices following periods with high search is 0.6% at the one-month horizon,
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1.8% at the three-month horizon, 3.5% at the six-month horizon and 6.9% at the

annual horizon. These realized house price changes suggest that signi�cant economic

gains can be achieved from being an early buyer in a market with increasing demand.

Those gains come with a higher risk of buying the wrong house and so should be

balanced against the opportunity of engaging in a more thorough (time-consuming)

search and �nding a better match.

Panel A also illustrates that the potential savings from buying a house h months early

in an increasing market varies strongly across MSAs. When search is one standard

deviation above mean, the 25th percentile growth rate is 0.4%, 1.3%, 2.6%, and 5.2%

at the one-month, three-month, six-month, and one-year ahead horizons, while for the

75th percentile, the price changes are 0.9%, 2.7%, 5.2%, and 9.9%, respectively.28

Given that the HSI captures local changes in housing demand, we would also expect

episodes with low search activity to coincide with subsequent downward pressures on

house prices. We identify periods with low search activity as months in which the

local housing search falls one standard deviation of its mean. Across MSAs, we �nd

2,606 events with low search activity. Panel B shows that episodes with low HSI are

associated with a subsequent median decline in house prices of �0:3%, �1:0%, �1:9%,

and �3:4% at the one-month, three-month, six-month, and one-year ahead horizons.

This means that it is risky to buy early during times when the HSI is low. That is,

there is a strong incentive to suspend or reduce search e¤orts because it is possible to

buy a house at a lower price, the longer the potential homebuyer waits.

Overall, our results suggest that the potential economic gains from exploiting the

predictability in house prices can be quite large. However, we of course cannot rule

out that the predicted house price gains are just large at times when there is little

transparency in the market so that the expected gains from buying early is just a risk

premium/compensation for the elevated risk of buying a poor-quality home.

28The MSAs in the 1st quartile have an average supply elasticity of about 2.5, while those in the
4th quartile typically are more inelastic markets with an average supply elasticity of about 1.2.
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4.5 Search and Price Expectations

The estimates of changes in house prices based on search activity are model-based and

so there is no guarantee that they accurately represent home buyers�expectations. As

we next discuss, however, we can obtain more direct measures of households�expec-

tations about future house prices.

Following the analysis in Shimer (2004), analogous with search in the labor market,

we can think of home buyers�optimal search intensity as depending on three factors,

namely (i) the sensitivity of the likelihood of �nding a desirable home with respect to

variation in search intensity. If the chance of �nding a suitable home is highly sensitive

to the amount of search, home buyers should be more willing to vary their search e¤orts

in response to shifts in the housing market. Conversely, if the probability of �nding a

home is either very low (due to a tight housing market) or very high (due to an excess

of supply), home buyers are unlikely to vary their search by much due to such shifts;

(ii) the expected present value of rents or user bene�ts from owning a home, including

shifts in expectations of future house prices. If home buyers expect future prices to

be much higher, they should increase their search intensity, expecting to bene�t from

such price increases; (iii) the marginal cost of searching. This may change, e.g., as a

result of new online search tools being launched (decreasing search costs) but could

also simply re�ect variation in the marginal value of time across economic recessions

and expansions.

The third factor is likely to vary less over time than the �rst two. Provided that

the cost of search is relatively constant, variation over time in search intensity should

predominantly be driven by movements in the returns to search, i.e., the �rst two

factors.

While we do not directly observe the likelihood of �nding a house, we can construct

a measure of house price expectations. Since 2007 the University of Michigan Sur-

veys of Consumers has asked homeowners: "what do you think will happen to the
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prices of homes like yours in your community over the next 12 months?". To get a

measure of house price expectations, we use the monthly time series of the fraction of

people saying that house prices will increase minus the fraction responding that they

will decrease. The survey data are available at the regional level (West, North Cen-

tral, Northeast, and South), which we match with the MSA-level house search indices

by taking averages within each region. We then analyze the relation between search

activity and house price expectations by computing correlation coe¢ cients across re-

gions. The results indicate that housing search intensity is strongly linked to house

price expectations as the correlation coe¢ cients range from 0.79 (Northeast) to 0.82

(West). These results are consistent with the notion that home buyers increase their

search intensity and, thus, their demand, in part because of higher expected future

house prices.

5 Concluding Remarks

Fluctuations in house prices have profound impact on household welfare, �nancial

stability, and the broader economy. For example, Case et al. (2012) estimate that

the decline in U.S. housing wealth during 2005-2009 implied a decline in consumption

of about $350 billion per year. Further, in an analysis covering more than 60 coun-

tries, Reinhardt and Rogo¤ (2009) show that house price bubbles have historically

been among the best predictors of banking crises across both advanced and emerg-

ing market economies. In response to the importance of variation in house prices

for macroeconomic stability, the European Commission recently included house prices

in its early warning system for macroeconomic imbalances (the �MIP Scoreboard�).

Producing reliable and accurate predictions of house prices is evidently of great im-

portance and can, for example, be used for early warning of an incipient bubble in the

housing market.

In this paper, we show that online data on search for housing can be used to accurately
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quantify variation in the demand for housing both at the national (U.S.) and regional

(metropolitan) level. Moreover, such data can be used to robustly predict changes in

house prices, both in-sample and out-of-sample, at short and long-term horizons, and

in periods with rapidly or slowly changing house prices.

Our housing search index produces signi�cantly more accurate forecasts of house prices

than conventional measures of variation in housing demand such as employment, in-

terest rates, or sentiment. These variables only provide a partial account of housing

demand and embed much less information about future house prices than our more

direct measure obtained from search activity which re�ects peoples�interest in buying

a house regardless of whether the motive is based on fundamentals or is of a more

speculative nature.
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Table 1. Granger Causality Tests. The table reports results from standard
Granger causality tests:

HSIt = � +

pX
i=1

�iHSIt�i +

pX
i=1

iyt�i + "t

yt = � +

pX
i=1

�iyt�i +

pX
i=1

iHSIt�i + "t

where HSI is the housing search index and y is either house price changes or home
sales. The table shows p-values from the joint test that 1 = 2 = ::: = p = 0: The
sample period is 2004:1 to 2019:9.

Null hypothesis p = 1 p = 2 p = 3 p = 4

HSI does not Granger cause house price changes 0.000 0.000 0.000 0.000
House price changes do not Granger cause HSI 0.021 0.107 0.358 0.165

HSI does not Granger cause home sales 0.000 0.002 0.004 0.026
Home sales do not Granger cause HSI 0.849 0.639 0.544 0.584
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Table 2. The Relation Between Housing Search and Alternative Variables.
The table reports results from regressions, HSIt = � + x0t� + "t, where HSIt is the
housing search index and xt contains standard house price determinants. We show
results from univariate regressions using one variable at a time as well as from a multi-
variate regression. For each regression, the table reports estimates of �, corresponding
t-statistics in parenthesis, and the R2 in square brackets: We compute standard er-
rors using the Newey and West (1987) estimator based on one lag. All variables are
standardized to ease comparison of the � estimates. The sample period is 2004:1 to
2019:9.

Univariate Multivariate
employ 0:38 0.34

(4:26) (3:27)

[14:57]

in� 0:03 �0:07
(0:24) (�1:02)
[0:10]

permits 0:27 0.11
(3:08) (1:63)

[7:03]

starts 0:18 0.08
(2:92) (1:55)

[3:22]

term 0:17 �0:02
(1:58) (�0:17)
[2:86]

mort 0:09 0:02

(0:96) (0:29)

[0:77]

pr �0:09 0.25
(�0:92) (2:50)

[0:79]

loans �0:11 �0:18
(�1:22) (�2:40)
[1:25]

sent 0:44 0:46

(5:46) (4:38)

[18:93] [36:67]
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Table 3. Predicting House Prices With Housing Search and Alternative
Variables. The table reports results from predictive regressions, pt+h � pt = � +
�xt + "t+h, where pt is the log of the FHFA house price index, xt is a predictive
variable, and h is the forecasting horizon in months. HSI? is the part of HSI that
is orthogonal to the other predictive variables. For each regression, the table reports
the estimate of �, the corresponding t-statistic in parenthesis, and the R2 in square
brackets: We compute standard errors using the Newey and West (1987) estimator
based on h lags. All predictive variables are standardized and slope coe¢ cients are
multiplied with 100 to ease comparison across variables. The sample period is 2004:1
to 2019:9.

h = 1 h = 3 h = 6 h = 12
HSI 0:40 1:20 2:42 4:55

(12:12) (12:41) (11:85) (9:24)
[52:93] [66:54] [72:19] [68:52]

employ 0:25 0:74 1:41 2:57
(4:06) (4:54) (4:09) (4:42)
[20:47] [25:37] [24:47] [21:80]

in� �0:02 �0:15 �0:20 �0:36
(�0:29) (�0:99) (�0:58) (�0:60)
[0:12] [1:05] [0:51] [0:43]

permits 0:14 0:33 0:64 1:34
(3:11) (2:83) (3:19) (3:34)
[6:87] [5:05] [5:11] [5:91]

starts 0:04 0:16 0:37 0:78
(1:08) (2:08) (2:45) (2:37)
[0:60] [1:15] [1:66] [2:01]

term �0:02 0:05 0:28 1:27
(�0:32) (0:22) (0:49) (0:84)
[0:10] [0:10] [0:94] [5:31]

mort �0:00 0:03 0:10 0:28
(�0:06) (0:32) (0:56) (1:32)
[0:00] [0:05] [0:13] [0:27]

pr 0:01 �0:03 �0:25 �1:21
(0:24) (�0:15) (�0:48) (�0:93)
[0:04] [0:04] [0:74] [4:87]

loans 0:01 0:12 0:25 0:49
(0:23) (0:63) (0:53) (0:38)
[0:07] [0:63] [0:78] [0:79]

sent 0:19 0:58 1:30 2:98
(3:92) (3:40) (2:92) (2:92)
[11:36] [15:43] [20:72] [29:48]

HSI? 0:26 0:82 1:70 3:25
(6:73) (6:38) (5:97) (4:81)
[22:89] [31:22] [35:79] [34:98]
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Table 4. Predicting Unsmoothed House Prices With Housing Search. The
table reports results from h-month ahead predictive regressions of unsmoothed house
priced changes using the HSI as a predictive variable. For each regression, the table
reports the estimate of �, the corresponding t-statistic in parenthesis, and the R2

in square brackets: We compute standard errors using the Newey and West (1987)
estimator based on h lags. We unsmooth the house price changes using either an
MA(3) model (Panel A) or an AR(1) model (Panel B). The sample period is 2004:1
to 2019:9.

h = 1 h = 3 h = 6 h = 12

Panel A: MA(3) model
0:18 0:55 1:10 2:04

(6:43) (9:64) (10:69) (8:27)

[20:66] [52:96] [66:54] [64:33]

Panel B: AR(1) model
0:12 0:35 0:69 1:27

(4:17) (7:20) (8:69) (6:58)

[9:11] [38:84] [57:88] [57:23]
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Table 5. Out-of-Sample Tests. Panel A reports the Campbell and Thompson
(2008) out-of-sample R2 (R2OoS) and in parenthesis the p-value from the Diebold and
Mariano (1995) t-statistic (tDM), which is computed using the Newey and West (1987)
estimator with h lags, where h is the forecast horizon in months. The null hypothesis
is that the R2OoS is equal to zero or negative and the alternative hypothesis is that
it is positive. In Panel B we generate 10,000 bootstrap samples of the 23 search
indices used to compute the HSI. For each bootstrap sample, we recursively estimate
the HSI as the �rst principal component of the resampled search indices, generate
out-of-sample forecasts, and then compute the R2OoS: The table reports the empirial
p-value, which is the share of arti�cial R2OoS statistics that exceed the actual R

2
OoS

statistic. Results are shown for three di¤erent bootstrap techniques: row resampling,
a parametric bootstrap, and a block bootstrap.

h = 1 h = 3 h = 6 h = 12

Panel A: Out-of-sample results
HSI 50:06 64:85 66:03 57:15

(0:00) (0:00) (0:00) (0:01)

employ �2:51 �18:60 �37:52 �22:34
(0:53) (0:70) (0:77) (0:77)

in� 0:74 �2:63 �1:40 �0:91
(0:37) (0:78) (0:85) (0:87)

permits �6:38 0:80 �0:55 1:17

(0:69) (0:47) (0:53) (0:42)

starts 0:14 1:65 1:48 0:85

(0:47) (0:21) (0:19) (0:27)

term �7:73 �11:81 �14:32 �16:03
(0:83) (0:79) (0:74) (0:66)

mort �1:77 �1:84 0:13 �0:60
(0:98) (0:94) (0:44) (0:84)

pr �16:03 �30:61 �44:76 �73:22
(0:96) (0:97) (0:96) (0:91)

loans �6:98 �14:32 �27:87 �50:87
(0:81) (0:85) (0:89) (0:86)

sent 7:32 8:44 13:90 26:29

(0:15) (0:22) (0:19) (0:11)

Panel B: Bootstrapped p-values for HSI
Row resampling 0.00 0.00 0.00 0.00
Parametric AR(1) 0.00 0.00 0.00 0.00
Block bootstrap 0.00 0.00 0.00 0.00
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Table 6. Predicting House Prices With Alternative Search Indices. The
table reports results from predictive regressions, pt+h � pt = � + �0xt + "t+h, where
pt is the log of the FHFA house price index, xt is a vector of predictive variables,
and h is the forecasting horizon in months. For each regression, the table reports
slope estimates, the corresponding t-statistics in parenthesis, and the R2 in square
brackets. We compute standard errors using the Newey and West (1987) estimator
based on h lags. All predictive variables are standardized to ease comparison of the �
estimates and the log price change is multiplied with 100. Panel A shows results for
the prede�ned search categories used by Wu and Brynjolfsson (2015), Panel B includes
the HSI jointly with the prede�ned search categories, Panel C shows the results for
HSIsell, which is an alternative search index based on the selling side of the housing
market, and Panel D includes HSI and HSIsell in a joint regression. The sample
period is 2004:1 to 2019:9.

h = 1 h = 3 h = 6 h = 12

Panel A: Prede�ned search categories
Real estate agencies �0:08 �0:33 �0:77 �1:06

(�0:96) (�1:12) (�1:11) (�0:76)
Real estate listings 0:08 0:34 0:71 0:74

(0:83) (0:95) (0:83) (0:40)

[0:60] [1:44] [1:96] [1:07]

Panel B: HSI joint with prede�ned search categories
HSI 0:41 1:22 2:43 4:59

(11:87) (12:39) (11:88) (9:51)

Real estate agencies 0:05 0:04 �0:03 0:35

(0:86) (0:33) (�0:12) (0:78)

Real estate listings 0:00 0:10 0:24 �0:19
(0:05) (0:74) (1:00) (�0:36)
[53:67] [67:42] [72:79] [68:67]

Panel C: Search index based on the selling side of the housing market
HSIsell 0:31 0:90 1:64 2:58

(7:62) (6:56) (4:86) (3:01)

[32:08] [37:39] [33:13] [22:06]

Panel D: HSI joint with the selling side of the housing market
HSI 0:33 1:02 2:19 4:51

(8:90) (8:22) (7:41) (5:94)

HSIsell 0:13 0:33 0:41 0:07

(3:40) (3:09) (1:62) (0:10)

[56:66] [70:06] [73:64] [68:53]
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Table 7. Predicting Local House Prices With Local Housing Search: Evi-
dence From Panel Regressions. The table reports results from cross-section �xed
e¤ects panel regressions of the form, pit+h � pit = �i + �HSIit + �EHSIit � IEi +
�SHSIit�ISi +"it+h, where pit is the log of the Freddie-Mac house price index in MSA
i, HSIit is the housing search index in MSA i, IEi is a dummy variable that is equal
to 1 if the supply elasticity in MSA i is below median, ISi is a dummy variable that
is equal to 1 if the fraction of non-owner-occupied home purchases in MSA i is above
median, and h is the forecasting horizon in months. For each regression, the table
reports the estimate of �, the corresponding t-statistic in parenthesis, and the within
R2 in square brackets: We compute standard errors using Thompson (2011) two-way
clustered robust-statistics with h lags. HSI is standardized to ease interpretation of
the � estimates. The sample period is 2004:1 to 2019:9.

h = 1 h = 3 h = 6 h = 12

Panel A: HSI
HSI 0:39 1:18 2:31 4:37

(42:03) (29:52) (23:11) (19:40)

[33:73] [34:98] [35:41] [34:68]

Panel B: Supply Elasticity
HSI 0:29 0:87 1:72 3:32

(31:66) (22:57) (17:66) (14:76)

HSI � IElasticity 0:21 0:62 1:19 2:11

(11:62) (8:02) (6:18) (4:87)

[36:02] [38:73] [37:75] [36:71]

Panel C: Speculation
HSI 0:30 0:88 1:72 3:32

(40:21) (29:88) (23:65) (19:25)

HSI � ISpeculation 0:20 0:60 1:18 2:12

(10:93) (7:83) (6:15) (4:90)

[35:86] [37:26] [37:73] [36:73]

Panel D: Supply Elasticity and Speculation
HSI 0:23 0:69 1:35 2:66

(25:60) (18:96) (15:25) (13:06)

HSI � IElasticity 0:17 0:51 0:97 1:73

(9:68) (6:91) (5:26) (4:09)

HSI � ISpeculation 0:16 0:49 0:97 1:74

(9:22) (6:63) (5:20) (4:11)

[37:36] [38:81] [39:23] [38:02]
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Table 8. Predicting Local House Prices With National and Local Housing
Search: Evidence From Panel Regressions. The table reports results from cross-
section �xed e¤ects panel regressions of the form, pit+h�pit = �i+�USHSIUSt+(�+
�E � IEi + �S � ISi ) � HSIit + "it+h, where pit is the log of the Freddie-Mac house
price index in MSA i, HSIUSt is the national-level housing search index, HSIit is the
housing search index in MSA i, IEi is a dummy variable that is equal to 1 if the supply
elasticity in MSA i is below median, ISi is a dummy variable that is equal to 1 if the
fraction of non-owner-occupied home purchases in MSA i is above median, and h is the
forecasting horizon in months. For each regression, the table reports the estimate of �,
the corresponding t-statistic in parenthesis, and the within R2 in square brackets:We
compute standard errors using Thompson (2011) two-way clustered robust-statistics
with h lags. The local and U.S. HSI are standardized to ease comparison of the �
estimates. The sample period is 2004:1 to 2019:9.

h = 1 h = 3 h = 6 h = 12

Panel A: U.S. vs. Local HSI
U.S. HSI 0:27 0:83 1:67 3:15

(28:94) (22:10) (17:92) (14:53)

Local HSI 0:24 0:68 1:33 2:49

(25:95) (18:81) (15:01) (13:13)

[43:87] [46:33] [47:44] [46:36]

Panel B: Supply Elasticity and Speculation
U.S. HSI 0:26 0:81 1:63 3:08

(28:62) (21:97) (17:90) (14:51)

Local HSI 0:09 0:24 0:46 0:97

(9:20) (6:15) (4:62) (4:24)

Local HSI � IE 0:16 0:48 0:92 1:62

(9:91) (7:07) (5:38) (4:21)

Local HSI � IS 0:14 0:44 0:86 1:55

(8:90) (6:46) (5:08) (4:05)

[46:95] [49:57] [50:65] [49:14]
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Figure 1. Housing Search Index. Panel A shows the Housing Search Index (HSI)
along with the log growth rate in the Federal Housing Finance Agency (FHFA) House
Price Index. Panel B shows the HSI along with the monthly sales of existing single-
family housing units from the National Association of Realtors. Panel C shows search
volume for the prede�ned search categories "Real estate agencies" and "Real estate
listings" along with the log growth rate in the FHFA House Price Index. Panel D
shows the HSI constructed based on search terms related to the buying side of the
housing market along with HSIsell constructed based on search terms related to the
selling side of the housing market as well as the log growth rate in the FHFA House
Price Index. The sample period is 2004:1 to 2019:9.
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Figure 2. Lead-Lag Relations. Panel A shows regression slope coe¢ cients, asso-
ciated t-statistics and R2 values of monthly price changes from t � 1 to t on HSIt+j
for j 2 f�12; 12g : Panel B shows the results from regressing monthly house sales at
time t on HSIt+j for j 2 f�12; 12g : Standard errors are calculated using the Newey
and West (1987) procedure with 12 lags.
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Figure 3. Local Housing Search. Panel A and B show the local HSI and log
growth rate in house prices in Miami (FL) and Wichita (KS), respectively. The sample
period is 2004:1 to 2019:9.
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Figure 4. Long-Horizon Predictability. The �gure shows regression slope co-
e¢ cients, associated t-statistics and R2 values from the regression, pt+h � pt = � +

�HSIt + "t+h, as a function of h. We compute standard errors using the Newey and
West (1987) estimator based on h lags. The sample period is 2004:1 to 2019:9.
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Figure 5. Out-of-Sample Forecast Errors. The �gure shows the cumulative sum
of squared forecast errors of the no-predictability benchmark minus the cumulative
sum of squared forecast errors of a given predictor variable. The forecast horizon is
h = 1 month and the out-of-sample period runs from 2007:1 to 2019:9.
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Figure 6. Local Predictive Power of HSI. We run MSA-by-MSA forecasting
regressions, pit+1 � pit = �i + �iHSIit + "it+1, and plot the estimate of the predictive
coe¢ cient �i against the R2i across MSAs. The HSI is standardized and all �i esti-
mates are annualized. The ten most supply-constrained MSAs, cf. Saiz (2010), are
shown in red and the ten least supply-constrained MSAs are shown in green.
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Figure 7. Housing Speculation and the Predictive Ability of HSI. We run
MSA-by-MSA forecasting regressions, pit+1 � pit = �i + �iHSIit + "it+1, and plot the
estimate of the predictive coe¢ cient �i against the fraction of non-owner-occupied
home purchases across MSAs. The HSI is standardized and all �i estimates are
annualized.
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Figure 8. Economic Value. Panel A shows 1st quartile, median and 3rd quartile
growth rates in house prices after episodes where HSI is one standard deviation above
the local mean. Panel B shows the results following events when HSI is one standard
deviation below the local mean. The horizons range from one-month ahead (h = 1)
to one-year ahead (h = 12).
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