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Abstract

We ask whether Bayesian estimation creates a potential estimation bias as compared with standard
estimation techniques based on the data, such as maximum likelihood or indirect estimation. We investi-
gate this with a Monte Carlo experiment in which the true version of a New Keynesian model may either
have high wage/price rigidity or be close to pure �exibility; we treat each in turn as the true model and
create Bayesian estimates of it under priors from the true model and its false alternative. The Bayesian
estimation of macro models may thus give very misleading results by placing too much weight on prior
information compared to observed data; a better method may be Indirect estimation where the bias is
found to be low.

Keywords: Bayesian; Maximum Likelihood; Indirect Inference; Estimation Bias
JEL Classi�cation: C11; E12

1 Introduction

This paper addresses the question: if there is a true macroeconomic data generating mechanism (DGM) what
is the likelihood of discovering it either by using Bayesian estimation where the prior distributions di¤er from
the values of the parameters of the model generating the data, or by using maximum likelihood estimation
or, �nally, by using indirect estimation? This question is motivated by two things: �rst, the increasingly
common practice of estimating macroeconomic models by Bayesian methods but not testing the resulting
estimated model; second, the �ndings of Le et al. (2011) that the Bayesian-estimated New Keynesian model
of Smets and Wouters (2007) � a seminal paper � is strongly rejected.
The estimation of macroeconomic models by Bayesian methods has been facilitated by the development

of computer programs such as Dynare which is freely available and requires little knowledge of econometrics.
The use of Bayesian methods was initially an attempt to improve on the use of calibration by combining prior
beliefs with data instead of relying just on prior beliefs. In calibration the values of parameters are simply
imposed on a model derived from theory; often they are based on estimated micro relationships. Validation
of calibrated models was by an informal form of indirect inference in which the simulated moments of key
variables were roughly compared with their data counterparts. Originally calibration was a response to
what Sargent has referred to in an interview with Evans and Honkapohja (2005) as the rejection of too
many �good�models using maximum likelihood (ML) estimation. Calibration is now most commonly used
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to explore the properties of a theoretical model where the calibration is regarded as providing a numerical
representation of the model, and not an estimate of the model. The prior distributions in Bayesian estimation
provide a constraint on the in�uence of the data in determining a model�s coe¢ cients. Roughly speaking,
the prior beliefs and the data are weighted in proportion to the precision of their information. In calibration
the prior beliefs are treated as exact. In Bayesian estimation they are expressed through (non-degenerative)
probability distributions and so provide a stochastic constraint on the data.
If a Bayesian estimated model is rejected by a test, it could be because the choice of prior distributions

has produced very misleading posterior (i.e. Bayesian) estimates. Another possibility is that the model is
mis-speci�ed. In this paper we are concerned with the implications of the choice of prior distribution and
model mis-speci�cation. We examine these issues by formulating a �true�model, generate data from the
model and then estimate the model�s parameters using di¤erent choices of the prior distributions, including
choosing priors from a di¤erent model speci�cation.
One alternative to using �xed priors is to use empirical Bayesian estimates, in which the posterior

distribution is used as the new prior distribution. This would provide a more data-based prior but, if this is
repeated, the resulting posterior would converge on the ML estimates based just on the data. Consequently,
one might as well have used ML estimates in the �rst place. We focus solely on �xed priors.
If a drawback to using Bayesian estimation is having to choose prior distributions, is there a better

way to estimate the model? We consider two alternatives: ML and indirect estimation. ML estimation
also has its critics. Whereas Bayesian estimated models tend to be tightly speci�ed with limited dynamics
and restricted error processes, models estimated by ML tend either to produce biased estimates of tightly
restricted models, or to be weakly identi�ed, having unrestricted time series error processes in order to
improve �t. Both may be attributed to model mis-speci�cation. Sims (1980) argued that macroeconomic
models tend to be under-identi�ed, not over-identi�ed as implied by their conventional speci�cation and as
required for the use of ML estimation. In consequence he doubted the �ndings from ML estimation. Instead,
he proposed the use of unrestricted VAR (or VARMA) models which always provide a valid representation
of the data. An over-identi�ed macro model would imply a VAR with coe¢ cient restrictions.
Indirect estimation involves simulating a structural model for given values of its parameters and then

using the simulated data to estimate an auxiliary model whose role is to represent characteristics of the data.
Sample moments are an example of an auxiliary model, as are sample scores (derivatives of the likelihood
function), but neither captures as many characteristics of the data as, for example, an unrestricted VAR.
The estimates of the auxiliary model using the simulated data are then compared with estimates of the
auxiliary model obtained from observed data. The given values of the structural parameters are revised
until the estimates of the auxiliary model based on the simulated data converge on those from the observed
data. Even with an auxiliary model with unrestricted parameters, the estimates of its parameters re�ect
the structural model�s restrictions through the simulated data. The indirect estimates are asymptotically
equivalent to maximum likelihood estimates. One reason for using a VAR (or VARMA) as the auxiliary
model is that the solution to a linearised DSGE model is a VAR (or VARMA) with coe¢ cient restrictions.
Testing these restrictions provides a test of the structural model. This is known as an indirect test. In a
series of papers we and other co-authors have proposed the use of indirect testing for Bayesian-estimated
models, see Le et al. (2011,2016), and Meenagh et al. (2018) who report that a variety of auxiliary models,
including moments, impulse response functions and VARs give results with similar properties.
The model we use to make our comparisons is the New Keynesian model of the US constructed by

Christiano, Eichenbaum and Evans (2005), which was estimated by Bayesian methods by Smets and Wouters
(2007). In this model the US is treated as a closed continental economy. In essence it is a standard Real
Business Cycle model but with the addition of sticky wages and prices which allows monetary policy feedback
to a¤ect the real economy. Although Smets and Wouters found that their estimated model forecasted more
accurately than unrestricted VAR models, we note that such forecast tests have been shown to have little
power (Minford et al., 2015).
The degree of wage/price rigidity in the economy is a central issue in macroeconomics. In our �rst set

of comparisons we specify a New Keynesian (NK) model with high rigidity. A second set assumes an NK
with virtually full wage/price �exibility � where the Calvo chances of resetting wages and prices is a shade
short of 100%; we label this a ��exprice� (FP) model. In all other respects, for maximum simplicity and
transparency, the two models are the same. This allows us to focus on the implications of these various
estimation methods for determining the extent of rigidity in macro models.
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In all of our experiments we take the NK model as the �true�model (or DGM) and generate 1000 samples
from it. Two versions of the model are considered, one with wage/price rigidities and the other with �exible
wages and prices. In our �rst set of experiments we examine the e¤ects of the choice of prior. We obtain
Bayesian estimates of each model for each sample using two di¤erent priors: a prior with wage/price rigidities
(a high rigidity, or HR prior) and a prior with �exible wages and prices (an FP prior). We obtain the very
striking result that the choice of prior distribution completely dominates the posterior estimates whatever
version of the model generates the simulated data. We also compare ML and Indirect estimates of the NK
version of the model. We �nd that the ML estimates are highly biased and the Indirect estimates have low
bias.
It would seem from these �ndings that the reliance on Bayesian estimation in support of the dominant NK

model of the US post-war economy is highly vulnerable to the choice of prior distributions. This might help
to explain why these models are rejected by Indirect Inference tests; the tests might be implicitly rejecting
the NK priors instead of (or as well as) the speci�cation of the model. Nonetheless, we �nd some support for
not using ML estimation due to their large biases; Indirect estimation seems to perform much better. This
suggests that the use of Bayesian estimation has been a poor strategy and that Indirect estimation might
be better.
In Section 2 we show how the choice of prior and biases in the maximum likelihood estimator may a¤ect

the posterior estimates in Bayesian estimation. In Section 3 we discuss the choice of the New Keynesian model
for our Monte Carlo experiments. The consequences for the Bayesian estimates of the New Keynesian model
of alternative choices of the prior distributions are reported in Section 4. We also report the biases when
using instead ML and Indirect estimators. A brief summary of our results and their broader implications
are reported in Section 5.

2 Bias in Bayesian estimation � the role of priors and data

The e¤ect on the posterior distribution of the choice of prior distribution and of biases in the ML estimator
can be illustrated as follows. In classical estimation with data x and T observations we choose � to maximise
the log likelihood function lnL(x=�); i.e.

argmax
�

lnL(x=�)

The ML estimator b� is obtained by solving
@ lnL(x=�)

@�
j�=b� = 0:

In Bayesian estimation either we estimate � using the mean of the posterior distribution, or we use the mode
of the posterior distribution e�. For a symmetric posterior distribution the mean and the mode are the same.
In general, computationally, it is easier to �nd the mode. To obtain the mode we maximise the posterior
distribution; i.e.

argmax
�

p(�=x) � argmax
�

ln p(�=x)

As
ln p(�=x) = lnL(x=�) + ln p(�)� ln f(x)

and the last term doesn�t contain �, we can ignore it. Hence

argmax
�

ln p(�=x) � argmax
�

[lnL(x=�) + ln p(�)]:

The mode of the posterior distribution is obtained from

[
@ lnL(x=�)

@�
+
@ ln p(�)

@�
]�=e� = 0: (1)

We note that solving @ lnL(x=�)
@� = 0 for � gives the mode of the likelihood function (i.e. the ML estimator),

and solving @ ln p(�)
@� = 0 for � gives the mode of the prior distribution. The posterior mode is obtained by

solving the sum of the two.
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If lnL(x=�) is �at then the data are uninformative about � and @ lnL(x=�)
@� is close to zero for a range of

values of �. It then follows that the Bayesian estimator is dominated by the prior. If p(�) is �at (i.e. the
prior is a uniform distribution) then @ ln p(�)

@� = 1
p(�)

@p(�)
@� = 0 and so the data dominate.

To �nd the posterior mode e� consider an expansion of (1) about �0 which gives
@ lnL(x=�)

@�
+
@ ln p(�)

@�
' [@ lnL(x=�)

@�
+
@ ln p(�)

@�
]�=�0 + [

@2 lnL(x=�)

@�@�0
+
@2 ln p(�)

@�@�0
]�=�0(� � �0):

Setting this to zero and solving for � = e� gives
e� � �0 = �[@2 lnL(x=�)

@�@�0
+
@2 ln p(�)

@�@�0
]�1�=�0 [

@ lnL(x=�)

@�
+
@ ln p(�)

@�
]�=�0 :

We can obtain e� through an interative process. For interation r we have � = e�(r), �0 = e�(r�1). As
p limT�1

@2 lnL(x=�)

@�@�0
= �p limT�1 @ lnL(x=�)

@�

@ lnL(x=�)

@�0

p limT�1
@2 ln p(�)

@�@�0
= �p limT�1 @ ln p(�)

@�

@ ln p(�)

@�0

it follows that

e� � �0 ' [@ lnL(x=�)
@�

@ lnL(x=�)

@�0
+
@ ln p(�)

@�

@ ln p(�)

@�0
]�1�=�0 [

@ lnL(x=�)

@�
+
@ ln p(�)

@�
]�=�0 (2)

If �0 is the true value of � then asymptotically the mode of the posterior distribution has the distributione� � N(�; e�)e� = p limT [
@ lnL(x=�)

@�

@ lnL(x=�)

@�0
+
@ ln p(�)

@�

@ ln p(�)

@�0
]�1�=�0 (3)

It follows from (1), (2) and (3) that the posterior mode is approximately a weighted average of the score
@ lnL(x=�)

@� and @ ln p(�)
@�0 . The weights are proportional to the precision of the ML estimator p limT [@ lnL(x=�)@�

@ lnL(x=�)
@�0 ]�1�=�0

and the variance of the prior distribution p limT [@ ln p(�)@�
@ ln p(�)
@�0 ]�1�=�0 . The more precise these estimators

the more they determine the posterior mode.
We can now see the e¤ect on the posterior mode of the choice of prior and biases in the ML estimator.

If the mode of the prior distribution di¤ers from the true value of � then this will a¤ect @ ln p(�)@� and hence e�.
If the ML estimator is biased then this will a¤ect @ lnL(x=�)

@� and hence e�. Replacing @ ln p(�)
@� and @ lnL(x=�)

@�
in (2) by these di¤erences gives an approximate idea of their e¤ects. The biases will be weighted by the
relevant measure of precision. We conclude that the greater the biases and the measure of precision, the
larger will be the e¤ect of these two biases on e�.
3 Choice of model for Monte Carlo experiment � the central role

of wage/price rigidity

Our focus on the New Keynesian model and its assumption of widespread rigidity in wage/price setting
largely re�ects its widespread use by central banks in setting monetary policy. The priors commonly used in
the model make monetary policy very powerful. There have, however, been warnings against the uncritical
use of the New Keynesian model in policy analysis. For example, Chari et al. (2009) wrote: �Some think
New Keynesian models are ready to be used for quarter-to-quarter quantitative policy advice. We do not.
Focusing on the state-of-the-art version of these models, we argue that some of its shocks and other features
are not structural or consistent with microeconomic evidence. Since an accurate structural model is essential
to reliably evaluate the e¤ects of policies, we conclude that New Keynesian models are not yet useful for
policy analysis.�
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This concern was borne out in the investigation by Le et al. (2011) who questioned the �ndings of Smets
and Wouters on the degree of nominal rigidity in the posterior model. Le et al. applied the indirect inference
test to the Smets-Wouters model, �rst investigating their New Keynesian version and then investigating a
New Classical version with no rigidity. They rejected both versions based on the full post-war sample used by
Smets and Wouters. With a three-variable VAR(1) (in output, in�ation and interest rates) as the auxiliary
model they obtained a Wald test equivalent t-value of around 2.5. They noted that the power of this test,
though considerable, was lower than that of a Wald test based on a VAR with all 7 variables in the model;
the t-value was also very much higher.
They also found that there were two highly signi�cant break-points in the sample, in the mid-1960s and

the mid-1980s. They argued that this suggested that there were parts of the economy where prices and wages
were �exible. To improve the match to the data they therefore proposed a �hybrid�model and estimated this,
not by Bayesian methods, but by indirect estimation. They found that this mixed model better matched the
data from the mid-1980s until 2004, a period known as �the great moderation�. However, no such version
of the model could match the data for two earlier sub-periods in which there were very low shares for the
��exible sectors�. But when the sample was extended to include the period of �nancial crisis up to 2012,
these shares rose dramatically and became dominant. These �ndings o¤er at least partial support for the
critics of nominal rigidity.
Using micro-data, Zhou and Dixon (2019) show that matters may be even more complicated. They found

that �rms normally set prices for a period of time but when shocks are large they change them frequently,
implying that there is time-dependence and also shock dependence in the length of pricing periods. In the
great moderation period there was a lack of large shocks which could explain the �nding of high rigidity.
Once the large shocks of the �nancial crisis hit, this rigidity mostly disappears. Normally, however, there is
some rigidity.
This discussion illustrates the two concerns made before about the Bayesian estimation of DSGE models,

and especially the ubiquitous New Keynesian model. First, the signi�cance of indirect inference tests of
the Smets-Wouters model indicates model misspeci�cation � e¤ectively that the priors are wrong. Second,
the tests passed by the hybrid version, with the extent of rigidity varying with shocks, indicate that the
misspeci�cation lies in the imposition of �xed price/wage rigidity across the whole economy.

4 Monte Carlo experiments

4.1 Bayesian estimation

In this section, using Monte Carlo experiments, we explore the consequences for Bayesian estimation of the
New Keynesian model of alternative choices of the prior distributions. We take the NK model to be the true
model and generate 1000 samples of data from it. These are treated as the observed data in the Bayesian
estimation. We perform two experiments. In the �rst we set the true model so that the degree of wage and
price stickiness parameters (�w and �p) are equal to 0.7, which we refer to as the high-rigidity (HR), typical
New Keynesian, version. In the second, we set the true model so that both �w and �p are zero, and call
it the �exible price (FP) version, which implies that the probability that prices and wages are �xed is zero
� thereby eliminating its typical New Keynesian properties. In each experiment we use two sets of priors:
high-rigidity priors (HR) and �exible price (FP) priors; in each case one of these is the false set. To ensure
the model solves with the FP priors we set the means of �w and �p close to zero; they are given a prior
distribution that is normal with a mean of 0.05 and standard deviation of 0.1. For all the other parameters
whose values are not critical to whether the model is HR or FP, we used the same priors as in SW.
The results for the �rst experiment (HR true) are reported in columns 2 and 3 of Table 1. We show the

average estimates for the 1000 samples of the key parameters �w and �p for each prior distribution together
with the standard deviations of these 1000 estimates.
In the HR case, the true parameter values for both �w and �p are approximately 0.7. The average

Bayesian estimates based on the HR prior distribution are close to, and not signi�cantly di¤erent from, their
true values. For the FP priors centred on 0.05 they are a long way below, and highly signi�cantly di¤erent
from, the true values of 0.7. Figure 1 shows the histograms of the �w and �p parameters for this case under
both HR and FP priors. Under HR priors the parameters are centred approximately around the true value
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�True�Model HR FP
Priors HR FP HR FP
Degree of Wage Stickiness (�w) 0:6873

(0:0452)
0:4113
(0:1631)

0:6482
(0:1327)

0:1246
(0:0892)

Degree of Price Stickiness (�p) 0:7082
(0:0527)

0:1653
(0:1281)

0:6934
(0:0943)

0:0481
(0:0213)

Table 1: Average Estimates and their standard deviations (over 1000 samples) of the Wage and Price
Stickiness Parameters for the NK and FP models with NK and FP Priors

of 0.7. Under FP priors the parameters are centred approximately around 0.1; but a large number of the
estimates are spread above this.
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Figure 1: Histograms of the rigidity of wage (�w) and price (�p) coe¢ cients and under HR and FP priors �
where HR is the "true" model

The corresponding results for the second experiment where FP is the true model are reported in columns
4 and 5 of Table 1. For the FP priors the estimate of �p is close to, and not signi�cantly di¤erent from its
�true�value of 0.05. The estimate of �w is further from 0.05, but still not signi�cantly di¤erent. For the
HR priors the estimates of both parameters are close to their prior means of 0.7, but they are signi�cantly
far from their true values of 0.05.
Figure 2 shows the histograms of the �w and �p parameters for this FP version under both HR and FP

priors. With FP priors the histograms are centred close to 0.05. With HR priors the distributions of both
�w and �p are centred around 0.7, far from the true values of 0.05.
These two experiments show with startling clarity how the choice of prior distribution a¤ects the posterior

estimates. The most striking result, which holds in both experiments, is that the posterior estimates are
completely dominated by the prior distributions. Whether the data are generated by an HR or an FP model
is immaterial as here the data play little role. It might be argued that this is what Bayesian econometrics
aims to achieve, i.e. incorporate prior beliefs. The danger, of course, is that it will be inferred that the
model is correct no matter how �awed it may be. This is why we have urged in several papers that Bayesian
estimated models be tested.

4.2 ML and Indirect estimation

If the use of Bayesian estimation is suspect, what other method of estimation might be preferable? We com-
pare two classical estimators: ML and Indirect estimation. As noted above, the use of Bayesian estimation
was in part a response to the de�ciencies of ML estimation. ML estimation � which can also be interpreted
as Bayesian estimation with uninformative, uniform priors � seeks to choose parameter values that give the
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Figure 2: Histograms of the rigidity of wage (�w) and price (�p) coe¢ cients and under HR and FP priors �
where FP is the "true" model

best in-sample forecasting performance by the model. This can produce highly biased parameter estimates,
especially if the model is mis-speci�ed; the estimator compensates for the mis-speci�cation by distorting the
parameters, thereby improving the forecasts.
In contrast, Indirect estimation focuses more on the model parameters, choosing them to generate data

from the structural model that gives estimates of an auxiliary model closest to those using the observed data.
In a recent paper Le et al. (2016) carried out small sample Monte Carlo experiments which showed that the
Indirect estimator has low bias and the associated Indirect test � based on the signi�cance of di¤erences
between estimates of the parameters of the auxiliary model from data simulated from the posterior structural
estimates and the observed data � has very high power against a mis-speci�ed model such as the FP version
of the NK model. The ML estimator by contrast was highly biased and had no power against a mis-speci�ed
model.
Rather than perform a new experiment to illustrate the properties of ML and Indirect estimation, we

replicate the following table Table 3 from Le et al. (2016):

Mean Bias (%) Absolute Mean Bias (%)
Starting (true) coef II FIML II FIML

Steady-state elasticity of capital adjustment ' 5:74 �0:900 5:297 0:900 5:297
Elasticity of consumption �c 1:38 �5:804 �7:941 5:804 7:941
External habit formation � 0:71 �13:403 �21:240 13:403 21:240
Probability of not changing wages �w 0:70 �0:480 �3:671 0:480 3:671
Elasticity of labour supply �L 1:83 0:759 �8:086 0:759 8:086
Probability of not changing prices �p 0:66 �1:776 0:027 1:776 0:027
Wage indexation �w 0:58 �0:978 6:188 0:978 6:188
Price indexation �p 0:24 0:483 3:228 0:483 3:228
Elasticity of capital utilisation  0:54 �13:056 �29:562 13:056 29:562
Share of �xed costs in production (+1) � 1:50 �1:590 2:069 1:590 2:069
Taylor Rule response to in�ation rp 2:04 7:820 2:815 7:820 2:815
Interest rate smoothing � 0:81 �0:843 �0:089 0:843 0:089
Taylor Rule response to output ry 0:08 �4:686 �29:825 4:686 29:825
Taylor Rule response to change in output r�y 0:22 �5:587 0:171 5:587 0:171

Average �2:861 �5:758 4:155 8:586

Table 2: Small Sample Estimation Bias Comparison (II v. LR)

For the majority of the two sets of estimates the absolute biases are much smaller for the Indirect estimates
than the ML estimates. The main exceptions are for the parameters of the Taylor rule which is extraneous to
the NK theory. It is also worth highlighting the estimates of two key parameters �w and �p that we focused
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on before. Both ML and II perform reasonably well; across the two the absolute mean bias averages about
2% on both methods. As we have seen, by contrast, Bayesian methods can produce massive bias.

5 Conclusions

Our central �nding is that in Bayesian estimation of the New Keynesian model the choice of prior distribution
completely dominates the posterior estimates, and hence the observed data, whatever version of the model
is generating the simulated data. A further result is that Maximum Likelihood estimates of the model are
highly biased and that Indirect estimates have much lower bias.
The broader signi�cance of these �ndings is that the Bayesian estimation of macro models may give very

misleading results by placing too much weight on prior information compared to observed data and that a
better method may be Indirect estimation. The reason this is an important �nding is the widespread use
of Bayesian estimation in macroeconomics which has been facilitated by Dynare. This has resulted in an
implicit consensus in favour of the New Keynesian model with highly sticky wages and prices, in spite of
its rejection by indirect inference tests in favour of a hybrid model whose rigidity varies with the evolution
of shocks. The danger for macroeconomics is that this consensus becomes an orthodox opinion that is
not supported by scienti�c evidence. Eventually, of course, theories not supported by the evidence will be
rejected, much as the Great Depression overturned classical macroeconomics. Such overturning is bad for
the reputation of economics. Rather than protect a theory by biasing estimation results in its favour � for
example, through using strong priors � it is better in the end to submit theories to best-practice empirical
methods.
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