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Abstract

This paper uses China’s processing trade regime to examine firm performance and special-

ization within a production network. We show that there exists a special breed of firms that

are active in both ordinary and processing exports, and are superior to other firms in multiple

dimensions. Motivated by these “super processors,” we document novel stylized facts on the

interplay among exporters’ performance, choice of export mode, and brand ownership. We find

that productivity and branding ability jointly shape firms’ exporting activities. Based on these

facts, we provide a general equilibrium model with endogenous production networks where firms

are heterogeneous in both manufacturing and branding abilities. Testing our model’s central

prediction, we find that facilitating processing exports induces productive domestic downstream

firms to establish their own trademarks. Our results highlight that processing trade not only

leads goods to be “Made in China,” but also “Created in China.”
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1 Introduction

“[W]hereas during the later part of the twentieth century and early twenty-first century, the

world became used to reading the Made in China label on every conceivable type of product,

mankind is increasingly getting used to a ubiquitous Branded in China tag. What is clear is that

China has fallen in love with brands.”

-John M.T. Balmer and Weifeng Chen, Advances in Chinese Brand Management, 2017

China’s trade as percentage of its GDP rose from below 10% in late 1970s to over 60% just before

the Great Recession (World Bank, 2018). During this period, Chinese firms supplied relatively low

value-added tasks to foreign multinationals largely through processing trade, as epitomized by the

“Made in China” tag. However, this phenomenon is changing. After decades of efforts to become

‘the factory of the world,’ China’s large manufacturing base is now a breeding ground for firms with

innovative ideas. For example, Shenzhen’s fast turnover of supply chains, proximity of its factories

to the city-center, and the wide availability of competitively priced parts and components in its

famous electronics market Huaqiangbei has made the city a boon for startups (Wang, 2019).

In this paper, we examine China’s processing trade regime to make three contributions to our

understanding of how firms’ attributes determine their specialization within a value chain. First,

we document novel stylized facts on exporters’ performance, choice of export mode, and brand

ownership.1 This provides a more complete view of processing exporters and illuminates how

productivity and branding ability jointly shape firms’ exporting activities. Second, we provide a

theoretical framework with endogenous production networks where firms are heterogeneous in both

manufacturing and branding abilities to match the stylized facts and derive policy implications.

Third, we test the model’s central prediction by exploiting a unique natural experiment in China

that affects only processing transactions—the “paperless” processing trade policy program. We find

that facilitating processing trade induces domestic downstream firms to intensify their branding

activities.

China has three types of exporters: pure ordinary firms, pure processing firms and mixed firms.

Mixed firms refer to those that are active in both ordinary and processing exports. While pure

processing firms are found to be smaller and less productive, mixed exporters, who contributed to

over 60% of China’s total processing exports in 2005, are larger and have higher revenue and physical

productivity compared to other exporters. Importantly, these “super processors” are ‘mixed’ not

because they sell different products under different export modes: the majority of their exports

consists of the same product being sold to the same destination under both processing and ordinary

export modes.

Even though being highly processing-oriented, mixed exporters’ superior performance does not

generalize to pure processing exporters. Compared to pure ordinary exporters, pure processors

1Our stylized facts on Chinese exporters add to the existing empirical findings of Fernandes and Tang (2015), Yu
(2015), Dai et al. (2016), and Kee and Tang (2016).
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have significantly lower revenue productivity but greater employment and physical productivity.

We empirically rule out the conjecture that the low revenue productivity of pure processors is

due to preferential processing policies or transfer pricing. Using a rich sample of transaction-level

2018 customs data with detailed product and brand information, we find that (i) selling one’s own

branded product is positively correlated with the use of ordinary export mode (even for the same

firm for a given product-destination market), and (ii) there is a price premium associated with

selling one’s own branded product. This suggests that a firm’s export mode not only reflects its

position inside a production network, but is also closely related to its efficiency across stages of pro-

duction (i.e., manufacturing vs. branding), which ultimately determines its measured performance

at various margins.

Based on the aforementioned evidence, we hypothesize that pure processing firms are competent

in manufacturing, but are less able to perform non-production activities such as R&D, marketing,

and branding. Pure ordinary firms are the opposite: they are skilled at non-production activities,

but less so in manufacturing. Mixed firms, on the other hand, are competent in both manufacturing

and non-production activities. This view rationalizes the coexistence of mixed, pure ordinary,

and pure processing firms alongside their efficiency ranks. It also explains why processing firms

specialize in low value-added stages of production and supply tasks to other firms. In line with

this hypothesis, we also find that pure ordinary firms are the most R&D- and advertising-intensive

firms, followed by mixed exporters and then by pure processors.

We develop a parsimonious model to provide a consistent explanation for our stylized facts. In

the model, firms differ in two dimensions: (i) blueprint quality, which determines how capable a firm

is in developing its own branded final good, and (ii) manufacturing ability, which determines a firm’s

productivity in supplying tasks, both for itself and for other firms. Firms compete monopolistically

in the final goods market and à la Bertrand in the tasks market, and thus charge positive markups

in both stages of production. In equilibrium, firms with good blueprints charge higher markups

and self-select into the final goods market, firms with high manufacturing ability self-select into

the tasks market, and firms that have high attributes in both participate in both markets. With

international trade, only firms with exceptional blueprint quality and manufacturing ability become

mixed exporters, i.e., firms that both export their own brands and serve as manufacturing suppliers

for foreign firms.

As we endogenise firms’ specialization within a production network, the mass of potential sup-

pliers is no longer exogenous as in Antràs et al. (2017) or Bernard et al. (2019), and hence our

model generates a new positive externality of processing trade policy: facilitating processing trade

raises the ex-ante expected profits from task production and thus encourages entry, leading to a

greater mass of potential suppliers in equilibrium. This improves final good producers’ sourcing

capacity, which in turn lowers their marginal costs. Ordinary firms with higher blueprint quality

benefit the most from the policy, as they source a greater share of tasks from suppliers.

To empirically examine the model’s prediction, we use China’s pilot “paperless” processing su-
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pervision program implemented in 2000-2006 as a quasi-natural experiment. The paperless program

made the supervision more efficient by eliminating paperwork through connecting firms’ computer

management systems to the customs’ online administration system. This policy change is highly

suitable for our identification strategy as it affects only the cost of processing exports, and not the

cost of ordinary exports. Moreover, the pilot program is experimental in nature and is adopted

only by a few regional customs authorities at different times, limiting the scope of anticipation

effects.

We document that the paperless processing program caused the processing exports of firms to

increase by 28%. Consistent with the model’s central prediction, we find that the policy induced

downstream firms to intensify their branding activities: the number of trademarks for above-median

productive ordinary firms increased by about 4% on average. These results highlight that processing

trade not only led goods to be “Made in China,” but also “Created in China” by providing a

breeding ground of potential task suppliers for firms with good ideas.

This paper is related to several strands of the trade literature. First, our stylized facts on

mixed exporters are related to a large body of work on the characteristics of processing exporters

in China (Fernandes and Tang, 2015; Yu, 2015; Dai et al., 2016; Li et al., 2018).2 Different from

these studies which focus more on pure processing firms, we document the dominant role of mixed

exporters that engage in both ordinary and processing exports.3 By exploring the characteristics of

different types of exporters but focusing on mixed exporters in a comprehensive way, and relating

for the first time exporters’ brand ownership with their choice of trade modes, we provide novel

empirical facts indicating the existence of two-dimensional firm heterogeneity, which motivates the

key assumption in our model.

Our model contributes to the literature on firms’ sourcing decisions in international and regional

trade (Antràs et al., 2017; Tintelnot et al., 2018; Bernard et al., 2019; Kikkawa et al., 2019, among

others),4 by considering a setting where upstream and downstream efficiencies are embedded in the

same firm, who self-selects into different, and possibly multiple, stages of the production network.

Unlike existing theoretical frameworks of processing trade (Defever and Riaño, 2017; Deng, 2017;

Brandt et al., 2019, among others), our model is able to generate the coexistence of the three types

of exporters (ordinary, processing, and mixed) alongside the performance ranks we observe in the

data. The model also yields a new source of gains from processing trade through facilitating the

branding activities of downstream firms that rely on task suppliers.

2Fernandes and Tang (2015) find that processing firms are less diversified in products and destinations when
compared to ordinary exporters, and Yu (2015) shows that their productivity does not change considerably with
trade liberalization. Dai et al. (2016) find that compared to non-exporters and ordinary exporters, processing firms
have lower revenue productivity, skill intensity, and profitability, and they pay lower wages and spend little on
R&D. However, emphasizing that revenue-based total factor productivity (TFP) calculations are confounded by
price effects, and thus do not reflect “true” productivity, Li et al. (2018) calculate TFP based on quantity data and
find that processing exporters are significantly more productive than non-exporters.

3Yu (2015), Dai et al. (2016), and Li et al. (2018) do include mixed firms (referred to as “hybrid” firms) in their
analysis but do not focus on them.

4Chaney (2016), Bernard and Moxnes (2018), and Johnson (2018) provide excellent reviews of the network models
in international trade.
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In the context of international trade, Antràs and Helpman (2004), Hallak and Sivadasan (2013),

Harrigan and Reshef (2015), and Bernard et al. (2018) also study firms with multiple hetero-

geneities. The closest work to ours is Bernard et al. (2018), who develop a model of heterogeneous

firms and network formation, where firms vary in their productivity and relationship capability,

while we emphasize firm heterogeneity in different stages of production. To the best of our knowl-

edge, our paper is the first to do so in the context of firm-to-firm trade.

Lastly, our empirical examination of the impact of “paperless” processing supervision program

is broadly related to the literature on trade facilitation (Freund and Rocha, 2011; Hoekman and

Nicita, 2011; Beverelli et al., 2015; Umana-Dajud, 2019),5 in particular the recent literature on the

impact of the internet on international trade (Kneller and Timmis, 2016; Fernandes et al., 2019;

Malgouyres et al., 2019).6 We contribute to this literature by providing the first look at the effect of

digitization on processing trade, alongside its downstream spillovers on firms’ branding activities.

The rest of the paper is organized as follows. Section 2 presents the data and stylized facts.

Section 3 develops the model in a closed economy setting. Section 4 introduces international trade

and discusses how the model can match the stylized facts. Section 5 empirically tests the model’s

prediction by exploiting the pilot “paperless” supervision program. Section 6 concludes.

2 Data and Stylized Facts

We use four main datasets in this paper. The first is China’s 2000-2006 customs data that shows

firms’ monthly transactions of exports and imports at the product-country level, where products

are defined at the 8-digit Harmonized Schedule (HS8) level. Since our analysis is focused on

manufacturing firms, we remove intermediaries and wholesalers from the dataset.7 The dataset

allows us to observe each firm’s ordinary and processing exports at the product-country level.

Thus, we are able to divide firms into three mutually exclusive groups: pure processing exporters,

pure ordinary exporters, and mixed exporters who are engaged in both ordinary and processing

exports.

The second and the third datasets we use are the annual industry survey (AIS) and production

survey compiled by China’s National Bureau of Statistics (NBS) for 2000-2006. The AIS dataset

reports firm-level balance sheet information such as sales, value-added, number of employees, capital

stock, R&D expenses, advertisement expenses, material costs, and ownership structure for all state-

5Freund and Rocha (2011) and Hoekman and Nicita (2011) find that transit delays and behind-the-border measures
such as logistics performance are important determinants for developing country exports; Beverelli et al. (2015) find
that the WTO’s trade facilitation agreement has induced developing countries to diversify their export portfolio; and
Umana-Dajud (2019) shows that visa-requirements reduce bilateral flows.

6Kneller and Timmis (2016) find that broadband use increases business service exports of UK firms; Fernandes
et al. (2019) show that the expansion of internet in China caused firm-level exports to rise; and Malgouyres et al.
(2019) find that the roll-out of broadband in France has increased firm-level imports and thus reduced the consumer
price index.

7To remove intermediaries, we follow the approach taken by Ahn et al. (2011) and exclude firms whose names in-
clude words such as “import,” “export,” “trading,” “business,” “supply chain,” “warehousing,” and/or “investment.”

5



owned enterprises (SOEs) and private firms that have annual sales of at least five million RMB.8

The production survey contains firm-product level information on output quantity, which enables

us to compute firm-level quantity-based (i.e., physical) TFP.9 We merge the three datasets based

on firm names, telephone numbers, and zip codes. Our matching procedure results in covering

about 58% of aggregate exports, which is similar to the match rate of existing studies that use the

same datasets.10

The fourth dataset we use is a rich sample of confidential transaction-level customs data for

2018. This unique dataset contains highly detailed product and brand information for each export

transaction, as the Chinese government began to require firms to report the brand information

in customs declaration forms in 2018.11 In this database, we observe firm ID, firm name, value

and quantity of exports, export destination, product specification (both in 10-digit HS code and

description), and export mode. The product specification is a long string variable that provides

detailed information on the type of product, and its brand name and brand ownership, which we

group into three categories: no brand, domestic brands (domestically created or purchased), and

foreign brands (including original equipment manufacturers). The dataset consists of 862,567 daily

transactions which make up around $38 billion worth of exports in 34 HS8 products by 29,138 firms,

covering product categories from 13 out of 68 HS2 manufacturing sectors. Of the 34 products, 30

are from March and the rest are from January and April 2018. The wide variety of products, which

are listed in Table A.3, includes goods that make up a large share of exports such as car tires,

refrigerators, and mobile phones.

2.1 Mixed Exporters in China

We begin by unpacking the “black box” of mixed exporters in this section. Mixed exporters are

defined as firms that engage in both processing and ordinary exports. These firms, which are also

called “hybrid,” are considered to be “perhaps the most interesting type of firm[s]” (Yu, 2015), but

were never investigated carefully in the literature. The customs data shows that, even though the

number of mixed exporters was only 21% of the total number of exporters, they made up 54% of

exports in 2005. Pure processors and pure ordinary exporters, on the other hand, made up 24%

and 19% of exports in 2005 respectively.12

We present firm-level statistics for mixed exporters in Table 1, in which we have all 50,952 mixed

exporters in panel (a), and 24,470 merged (with the AIS data) mixed exporters in panel (b). The

8We follow the data cleaning procedures proposed by Brandt et al. (2012) and exclude firms with missing or
negative (or zero) capital stock, value-added, or employment data, and ones that have less than 8 employees.

9See Li et al. (2018) for a more detailed description of the production survey and its link with the AIS survey.
10See the Appendix of Chen et al. (2017) for a more detailed explanation of the matching procedure.
11This policy change was issued in the No. 69 General Administration of Customs Announcement on Amending

the “Regulations on the Customs Declaration of Imports and Exports of the People’s Republic of China” in 2017,
and became effective on January 1, 2018.

12The rest is made by firms that did not fit into one of the three groups as they engaged in other export modes
such as re-exporting, and made up about 3% of exports. Note that we exclude intermediaires and wholesalers, which
made up 18% of exports in 2005. These figures are similar to those reported by Dai et al. (2016).
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figures in both panels are similar, indicating that the merged sample of exporters is representative,

and thus we refer to statistics in panel (b) from here on. Row 1 shows that the median (mean)

share of processing exports in a mixed firm’s total exports is 66% (58%). Corresponding shares

at the firm-HS8 and firm-HS8-country levels are similarly high, suggesting that mixed exporters’

main activity is processing trade (hence we label them as “super processors”). Nevertheless, mixed

exporters contribute substantially to China’s ordinary trade as well—in 2005, they made up 63%

and 42% of China’s processing and ordinary exports, respectively. Moreover, mixed firms are

prevalent in almost all sectors; in 51 of the 68 HS2 manufacturing sectors, the top firm in terms

of export value was a mixed exporter. Looking at the top three firms in each sector, there was at

least one mixed exporter in 66 sectors. This result indicates that many “superstar” firms are mixed

exporters.

One may conjecture that that these firms are ‘mixed’ because they export multiple products,

some under processing trade and others under ordinary trade, potentially due to differences in input

tariff schemes. Surprisingly, a careful look at the data reveals that this is not the main explanation.

Even though most mixed firms do export multiple products, they tend to sell their core product(s)

under both trade regimes. Consistent with Dai et al. (2016), Table 1 panel (b) rows 4 and 5 show

that the number of products exported under both trade regimes, on average, accounts for only 37%

and 24% of mixed firms’ total number of products and product-destinations respectively. However,

the median (mean) value share of HS8 products that are exported through both ordinary and

processing modes (mixed HS8) in a mixed firm’s exports is 89% (71%), as reported in row 6 of

panel (b). Row 7 analyzes the most disaggregate HS8-country level and finds a median (mean)

share of 62% (55%), suggesting that the majority of mixed exporters’ exports are due to selling the

same product to the same destination via both export modes,13 which we summarize in our first

stylized fact:14

Fact 1: The majority of most mixed firms’ exports consists of the same product being sold under

both ordinary and processing modes to the same destination.

The non-trivial existence of mixed exporters is intriguing. The theoretical literature typically

assumes either that processing is a different sector (Deng, 2017; Brandt et al., 2019) or that Melitz-

type firms sort themselves into processing versus ordinary trade based on productivity differences

combined with a variable-fixed cost trade-off (Brandt and Morrow, 2017; Defever and Riaño, 2017).

Mixed exporters, if mentioned, are generated by bringing in some product- or destination-specific

shock to fixed costs. However, in that case, mixed exporters would never sell the same product to a

given destination via both export modes, which is in contrast to our Fact 1. Moreover, both types

13Also, the median (mean) share of exports destined for the same destination within products that are sold under
both trade regimes (mixed HS8-country) is 98% (78%) for the merged mixed exporters.

14One can argue that there might still be different kinds of products within an HS8 code. This is less of a concern
since China’s product classification at the HS8 level is highly detailed: for example, there are seven different HS8
under the internationally-standardized HS6 code 520811 Plain weave, unbleached, weighing not more than 100g/m2,
that specify the type of cotton used (e.g., medical gauze). This level of detail mitigates the concern that an exporter
is mixed due to its multi-product nature.
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of models would predict that mixed firm attributes lie between that of processing and ordinary

firms. However, as shown in the next subsection, this is not what we find in the data.

2.2 Export Mode and Firm Characteristics

Following the well-established literature on exporter premia pioneered by Bernard and Jensen (1995,

1999, 2004), we investigate whether firms that engage in different export modes have significantly

different characteristics. Our exercise in this section is similar to Dai et al. (2016), but while they

mainly focus on comparing exporters to non-exporters, we focus on differences between exporters.

From here on, we use the merged exporters database, and use the two-digit Chinese Industry

Classification (CIC) reported in the AIS data for our definition of sectors (except for Fact 4, for

which we use the 2018 customs sample). We run the following regression:

Yit = β1PPit + β2Mixit + δht + εit, (1)

where Yit is an outcome variable (e.g., ln(empl.)it, where empl. is for employment) for firm i in

year t, PPit and Mixit are dummies for pure processing and mixed exporters respectively (pure

ordinary exporters is the omitted group), δht are sector-year fixed effects, and εit is the error term

which we cluster at the sector level (29 clusters). Each row of Table 2 shows results from a separate

regression, and coefficients can be interpreted as relative to pure ordinary exporters. All regressions

except for row 1 include ln(empl.) as a control variable for firm size. Panel (b) excludes firms with

foreign ownership.

Table 2 panel (a) row 1 shows that compared to pure ordinary firms, pure processors and mixed

firms have, on average, 30% and 38% more employment respectively. The statistical difference

between the two coefficients (Prob > F = 0.07) reveals that mixed exporters are also larger than

pure processors. This size premium remains when we exclude foreign firms in panel (b): pure

processors and mixed exporters are 21% and 38% larger than pure ordinary exporters respectively.

This gives us the second fact:

Fact 2: Mixed exporters are larger than other exporters in terms of employment.

The existing empirical research, including Mayer and Ottaviano (2008) and Bernard et al.

(2012) for European and US firms respectively, finds that larger firms tend to have higher labor

productivity and revenue TFP (TFPR). Does this result hold for mixed exporters? Table 2 panel

(a) row 2 shows that mixed firms have 14% higher labor productivity than pure ordinary firms,

whereas pure processors have 22% lower labor productivity than pure ordinary firms.15 Row 3

shows that the ranking we obtained based on labor productivity remains when we consider TFPR

calculated using the Olley-Pakes (1996) methodology.16 The results are similar when we exclude

15In a similar vein, Dai et al. (2016) show that pure processing exporters are less productive than non-exporters,
who are in turn less productive than non-processing and “hybrid” exporters.

16Our results are robust to using the Levinsohn-Petrin (2003) methodology.
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foreign firms in panel (b) row 2.

As is well documented in the literature, TFPR reflects not only firms’ technical (or manufac-

turing) efficiency (quantity-based TFP, or TFPQ), but also their prices. In particular, focusing

on the Chinese leather shoes industry, Li et al. (2018) find that exporters’ TFPQ is higher than

non-exporters’, while their TFPR is lower than non-exporters’. They argue that processing ex-

porters’ low TFPR can be explained by their relatively lower average export prices. Does this

empirical regularity hold for other sectors? What is the rank of mixed firms’ TFPQ among ex-

porters? With these two questions in mind, we replicate their exercise focusing on the 36 of the 693

manufacturing 5-digit products in the dataset for which we can obtain reliable estimates based on

data availability. The estimation methodology and the list of products can be found in Appendix

Section B and Table B.1 respectively.17 Consistent with Li et al. (2018), we find that compared to

pure ordinary exporters, pure processors have higher TFPQ on average (row 4 of Table 2 panel

(a)). In addition, mixed exporters have the highest physical productivity on average (though not

statistically significantly different from that of pure processors). We summarize these findings in

the following stylized fact:

Fact 3: Mixed exporters have higher labor and revenue productivity than pure ordinary and pure

processing exporters. However, processing exporters, regardless of being mixed or not, have higher

physical productivity than pure ordinary exporters.

Existing theoretical frameworks would predict that mixed firm characteristics lie between that

of pure processing and pure ordinary firms, which stands in contrast with what we find in the

data. One obvious rationalization would be that processing transactions have lower prices due to,

for example, input tariff exemptions or transfer pricing (Li et al., 2018), which would dispropor-

tionately distort the average export price of pure processors, and hence render the lowest TFPR.

Nevertheless, the fact that production efficiency (TFPQ) ranking follows a (weakly) decreasing

order of mixed exporters, pure processors, and pure ordinary exporters remains unexplained.

An alternative hypothesis is that processing firms contribute to relatively less value-added

stages of production (e.g., manufacturing), and thus get a lower share of profits when compared to

their foreign buyers (Feenstra and Hanson, 2005; Dai et al., 2016; Manova and Yu, 2016). Given

that most value-added comes from firms’ non-manufacturing activities such as innovation and

marketing, processing firms can be efficient in production yet have low TFPR. On the contrary,

ordinary producers can claim more profits thanks to their branding activities, and hence can survive

even with a relatively low TFPQ. This view also gives a natural explanation to the existence of

mixed exporters: they are simply firms that excel in both manufacturing and non-manufacturing

activities. The second hypothesis is also consistent with the fact that many prominent Chinese

17Our methodology is similar to the one used by Li et al. (2018) but differs slightly since instead of following
De Loecker et al. (2016) and use a translog production function, we use the Olley-Pakes (1996) methodology with a
Cobb-Douglas production function to control for selection. This difference, and our larger coverage of sectors, can
explain the discrepancy that while we find mixed exporters and pure processors to have the highest TFPQ, they find
that pure processors’ TFPQ is higher than that of “hybrid” firms.
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firms produce their own branded products while at the same time manufacture goods for other

firms (Deng, 2017).18

While both explanations are plausible, which one plays a more important role is an empirical

question. We investigate this by using the 2018 customs sample and reach the following stylized

fact, which we explain subsequently:

Fact 4: Ordinary exporters tend to sell their own branded products, whereas processing exporters

tend to sell their customers’ branded products. There is a price premium associated with selling

one’s own branded product.

The 2018 customs dataset allows us to extract the brand ownership information for each export

transaction, and label it as no brand, foreign brand, or domestic (own) brand. As shown in the

last row of Table A.1, 12.4%, 56.4%, and 32.7% of export value are due to transactions that have

no brand, foreign brand, and domestic brand respectively. Regarding export modes, the dataset

reports 45 export modes which we classify into three groups: ordinary exports, processing exports,

and “other” exports.19 Based on our classification, ordinary and processing exports account for

27% and 43% of total exports in the sample.

While processing transactions are typically viewed as local manufacturers supplying customized

tasks to their “branded” buyers (Manova and Yu, 2016), our data enables us to confirm this

conjecture empirically: Table A.1 shows that 52% of ordinary exports in the customs sample

consists of goods with Chinese domestic brands, while 84% of processing exports consists of foreign

branded products. More formally, we run the following transaction-level regression:

Difhc = βPifhc + δhc + εifhc, (2)

where Difhc is a dummy indicating whether firm f ’s export transaction i of product h (at the HS10

level) to country c is for its own Chinese domestic brand (as opposed to foreign or no brand), Pifhc

is a dummy for processing trade (as opposed to ordinary trade), δhc are HS10-country fixed effects

to control for product-destination determinants of processing trade policy and brand ownership

(e.g., FDI policy), and εifhc is the error term which we cluster at the firm level. Table 3 column

1 shows that processing transactions are 13 percentage points less likely to involve products with

domestic brands when compared to ordinary transactions (significant at the 1% level). In column

2, we include firm-product-country fixed effects which implies that we are comparing transactions

18For instance, Shenzhou International, a large Chinese textile manufacturer with its own brand, does processing
for world-renowned brands such as Adidas, Nike, and Uniqlo. Galanz, a prominent home appliance producer, supplies
tasks to brands such as De’Longhi, General Electric, and Sanyo alongside exporting its own branded microwaves and
air conditioners.

19We treat the export mode as processing exports whenever “processing” appears in the string variable. Following
this rule, we group seven export modes into processing exports. We treat the export mode named as “ordinary
exports” as ordinary exports. We lump the categories that we were not able to classify into “other” exports. Our
results are robust if we include other potential ordinary exports “temporary exports,” “foreign contracted exports,”
“goods for exhibition,” and “samples for advertisement” in the ordinary exports category. This group of exports
make up 0.01% of total exports in the customs sample.
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of the same HS10 sold to the same destination by the same (mixed) firm.20 Column 2 shows that

the coefficient remains negative and significant at the 10% level, albeit with a lower magnitude

(-0.032).

In column 3, we regress the log unit value of transactions on brand ownership, controlling for

export mode, and including product-country fixed effects. We find a positive relationship between

brand ownership and unit values, even when we include firm-product-country fixed effects in column

4. The estimated coefficient indicates that a domestically branded product of a firm is about 9%

more expensive than that same firm’s sales of the same product to the same destination but under

a different brand (significant at the 5% level). The positive correlations between non-processing

export mode and brand ownership, as well as between brand ownership and brand premium support

the hypothesis that price differences between processing and ordinary exporters can be explained

by their specialization within a value chain.

Now let us turn to the first explanation that emphasized input price differences among exporters.

If the observed TFPR and TFPQ differences between firms are due to processing exports being

subject to lower input tariffs or preferential tax policies, the export price for processing goods might

be mechanically lower. However, the above conjecture would imply that within a firm-product-

destination, processing exports should have a lower unit value, which contradicts our finding in

Table 3. If transfer pricing is driving the results (i.e., processing exporters artificially lowering

the price of export transactions between enterprises under common ownership or control), then we

would expect to see a less stark difference in TFPQ between processing and ordinary firms once

we exclude foreign firms—the results in Table 2 suggest the opposite. Therefore, we conclude that

the higher average price of exporters’ own products is more likely due to brand premium instead

of input tariff exemptions or transfer pricing.

Finally, we provide some suggestive evidence that a firm’s choice on export mode is indeed

associated with its branding activities. Table 2 panel (a) rows 5 and 6 reveal that R&D and adver-

tisement expenditures across firms are in the following decreasing order: pure ordinary exporters,

mixed exporters, and pure processors. In fact, 85% of pure processors did not have any R&D or

advertising expenses in 2005. This is in line with anecdotal evidence that pure processors tend to

specialize in providing specific tasks for other firms, and thus do not need to invest in R&D or

spend on advertisement, which are ultimately done by their customers. In panel (b) rows 5 and 6,

we exclude foreign firms since the majority of their R&D and advertising expenses are likely to be

done in their headquarter-countries, and thus are not perfectly observed in our data—the results

stay qualitatively the same.21 This gives us our final stylized fact:

20There is enough variation at this level as the average (median) number of transactions for each firm-product-
country in our regression sample is 9.7 (2). Note also that 7% of the 15,078 firms in our regression sample are mixed,
with the rest consisting of pure ordinary (82%) and pure processing firms (11%). The mixed firm-product-country
flows make up 15% of total flows, with the rest consisting of pure ordinary (51%) and pure processing flows (34%).

21A closer look at the AIS data confirms that foreign-owned firms’ China operations are significantly less R&D-
and advertising-intensive when compared to Chinese exporters.
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Fact 5: Pure ordinary exporters spend more on R&D and advertising than mixed exporters, who

spend more than pure processing exporters.

To sum up, these five stylized facts lead us to view mixed exporters as “super processors,”

and motivate our investigation of how firms’ efficiency in manufacturing versus branding activities

jointly determine their specialization inside a production network. In the next section, we develop

a theoretical model that is able to explain these stylized facts, including the existence of “super

processors.” Moreover, in our framework, processing polices can have different welfare implications

compared to frameworks where firms are heterogeneous in only one dimension.

3 Theoretical Framework

Given Fact 4, we let the choice of export mode to implicitly determine firms’ specialization, and

aim to present a model that explains facts 1-3 and 5. Note that there is nothing intrinsically

international about our model—a non-exporting manufacturer could also produce its own branded

product and at the same time serve other firms. Thus, we start from a closed economy setting and

focus on firms’ choice between making and branding. Then, we turn to an open economy setting

to discuss how our model fits the stylized facts and explore the implications of processing trade

policy.

Our model extends Antràs et al. (2017) and Bernard et al. (2019) to allow firms to self-select

into different, and possibly multiple, stages of the production network. In our model, firms differ

in two dimensions, and endogenously determine the set of tasks they produce for other firms, the

optimal production of their own final good, and the related sourcing strategy.

3.1 Basic Environment

Preferences of a representative consumer are Cobb-Douglas over two sectors. The numeraire sector

produces a homogeneous product with one unit of labor, while the other sector produces differen-

tiated products and is the focus of our analysis. An exogenous fraction β of income is spent on

differentiated products. Preferences across differentiated products exhibit CES, with the elasticity

of substitution given by σ > 1.

There is a continuum of firms, and each owns a blueprint to produce a single differentiated

variety. Production of a variety requires the assembly of a bundle of tasks t ∈ [0, 1] under a CES

production function with an elasticity of substitution ρ > 1. The quality of the blueprint owned

by firm j is denoted by zj , which governs the mapping between the task bundle and final good

production: a higher zj indicates that firm j is more productive in producing the final good.

Task production requires only labor, which is inelastically supplied at the country level. All

tasks are blueprint-specific, and firm j’s efficiency in producing a task is drawn from a Fréchet

distribution with a firm-specific level parameter tj and a shape parameter θ, with θ > σ − 1.
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Here, tj governs the firm’s average manufacturing ability in producing tasks, and θ the (inverse)

dispersion of its manufacturing efficiency across tasks.

As holders of blueprints, firms can produce some tasks in-house and source some from other

firms. Analogously, as task suppliers, firms can produce both for their own and other firms’ final

goods. A firm observes the average manufacturing ability of a supplier, but needs to pay a fixed cost

f to establish a production relationship and discover the supplier’s actual efficiency in producing

tasks tailored for its blueprint.

We assume Bertrand competition in task production following Bernard et al. (2003) (BEJK

hereafter). As a result, even firms that do not bring their blueprint to production can earn positive

profits by supplying tasks for other firms. Allowing for positive profits in task production is crucial

for our analysis on processing policy, but the rest of our results hold if we assume perfect competition

in the tasks market instead. Under Bertrand competition, conditional on the set of suppliers that

firm j has established relationships with, each tailored task is supplied by the lowest-cost supplier.

This supplier is constrained to charge not more than the second-lowest cost supplier of that task.

In order for prices and markups to be analytically tractable at the aggregate level, we impose an

additional constraint: if supplier i produces task κ for firm j at an efficiency level φ1i(κ), then this

same supplied task can be ‘mimicked’ by j with φ2i(κ) ≤ φ1i(κ), with the joint distribution of φ1ij(κ)

and φ2ij(κ) given by: Fi(φ1, φ2) ≡ Pr[φ1ij(κ) ≤ φ1, φ2ij(κ) ≤ φ2] = [1 + ti(φ
−θ
2 − φ

−θ
1 )]e−tiφ

−θ
2 .22

There is an unbounded pool of prospective entrants. Firms learn about their blueprint quality

and manufacturing ability after incurring a fixed entry cost fE , measured in homogeneous inputs.

We let z and t be drawn independently from two distributions gz(z) and gt(t) with support in

(0, z̄] and (0, t̄], respectively.23 Once firms make their draws, they decide to (i) exit, (ii) engage in

blueprint production, (iii) engage in task production, or (iv) do both (ii) and (iii). Being active in

blueprint production requires an additional fixed cost fB. An active firm faces a constant probability

δ of an adverse shock that would force it to exit every period.

In our model, firms differ in their blueprint quality z, which indicates how good their brand is,

and manufacturing ability t, which determines how good they are in production. In the rest of the

paper, we refer to firms with high z as firms with good blueprints, and firms with high t as firms

with high manufacturing ability. Also, we refer to firms that bring their blueprints to production

as blueprint (or final good) producers, and firms that only supply tasks to others as task producers.

3.2 Optimal Sourcing

Note that manufacturing ability t varies across firms while the relationship-specific investment

f does not. This simplifies a firm’s optimal sourcing decision to choosing the least productive

22 For tractability, we allow for positive markups for both in-house and outsourced production. One can view
in-house production as equivalent to firms sourcing tasks from their quasi-independent manufacturing subsidiaries.

23Additionally, we assume that g′t(t) < 0, limt→t̄ g(t) = 0, and −tg′t(t) < gt(t). The latter assumption can also

be written as − ∂ ln g(t)
∂ ln(t)

< 1, which guarantees that the marginal reduction in firms’ marginal cost decreases as they
reach less efficient suppliers.
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supplier it reaches. As there is no fixed cost of task production, all firms are potential suppliers.

Conditional on firm j being connected with i, the probability that i is the lowest-cost supplier to

j for a particular task is:

λij ≡ λ(zj , tj , ti) =
ti

Θ(zj , tj)
, (3)

where Θ(zj , tj) measures firm j’s “sourcing capacity.” Specifically:

Θ(zj , tj) = tj +N

∫ t̄

tj
ιdGt(ι), (4)

where tj is the least productive supplier that firm j sources from, and N is the endogenously

determined mass of entrants.24 As in BEJK, firm j’s share of total purchases from firm i equals λij .

The price of the task bundle used by firm j, P Tj , is given by P Tj = Θ
−1
θ
j γ, where γ is a constant.25

Thus, a firm’s marginal cost of producing its own final good, cj , is simply
PTj
zj
. Conditional on

firm j’s own manufacturing ability tj , sourcing from a larger number of suppliers leads to a lower

marginal cost. Conditional on the number of suppliers, a higher manufacturing ability also enables

the firm to produce at a lower marginal cost.

Conditional on its pricing strategy, the final good producer with blueprint zj and manufacturing

ability tj chooses the set of suppliers to maximize its profits from final good production:

max
tj

πB(zj , tj)− fn(zj , tj)− fB, (5)

where πB(zj , tj) = Ak1Θ
σ−1
θ zσ−1

j is the operating profits, with A = βLP σ−1 being the demand

shifter, L the country’s labor endowment, P the aggregate price index, and k1 a constant.26 The

number of suppliers, n(zj , tj), is given by N
∫ t̄
tj
dGt(ι). Solving this maximization problem yields

the optimal tj , which satisfies:

t(zj , tj) = f
(
Ak1z

σ−1
j

)−1
Θ(zj , tj)

1−σ−1
θ

θ

σ − 1
. (6)

With a slight abuse of notation, we also use tj to refer to the least efficient supplier that firm j

matches with in equilibrium. It is easy to show that tj ≡ t(zj , tj) increases in zj and decreases in

tj . Intuitively, firms who have good ideas reach a greater number of suppliers, while firms who are

efficient in producing tasks themselves reach fewer suppliers.

The blueprint-owner receives the profits generated by selling the final product. For firm j

with marginal cost cj ≡ c(zj , tj), its price, quantity, revenues, and operating profits of blueprint

24Including a fixed cost for in-house production would create an additional set of “factoryless” firms that do not
engage in manufacturing as identified by Bernard and Fort (2015). Since our analysis does not include these firms,
we refrain from adding such a fixed cost.

25 γ1−ρ =
1+θ−ρ+(ρ−1)( ρ

ρ−1
)−θ

1+θ−ρ Γ( 2θ−ρ+1
θ

), and Γ is the gamma function.
26k1 = γ1−σ

σ
(1− 1

σ
)σ−1.
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production can be derived à la Melitz (2003) respectively:

pBj =
σ

σ − 1
cj , qBj = A(

σ

σ − 1
)−σc−σj , rBj = A(

σ

σ − 1
)1−σc1−σ

j , πBj =
rBj
σ
.

Firms also receive profits by producing tasks. From BEJK, the profits from task production are

given by:

πT (ti) =
1

1 + θ

∑
j∈Ωi

xij(zj , tj , ti), (7)

where xij =
σ − 1

σ
λijr

B
j is firm j’s task purchases from firm i, and Ωi is the set of firms that source

from i.

3.3 Equilibrium in the Closed Economy

In equilibrium, the zero-profit condition for final good production is given by:

πB(z, t)− fn(z, t) = fB, (8)

where πB and n now stand for the optimal operating profits and the number of suppliers of a firm

with blueprint z and manufacturing ability t, respectively. Rewriting t as a function of z, equation

(8) gives the cutoff curve above which firms choose to bring their blueprint to production, which

we denote as:

t = Ξ(z). (9)

It is easy to verify that Ξ(z) is decreasing in z. Intuitively, if a firm is competitive in the final goods

market despite having a low manufacturing ability, it must possess a good blueprint. Denoting the

‘worst’ blueprint brought to production as z, we have:

z = Ξ−1(t̄). (10)

As the number of task suppliers that firm j matches with increases in zj and decreases in tj , the

active task supplier with the least manufacturing ability can only be reached by the active blueprint-

holder j who has the best blueprint but the lowest manufacturing ability, i.e., zj = z̄, tj = Ξ(z̄).

Plugging this into equation (6), we obtain the cutoff T, above which firms are active in supplying

tasks:

T = T(z̄,Ξ(z̄)) = [Ak1z̄
σ−1]−1Θ(z̄,Ξ(z̄))1−σ−1

θ . (11)

Therefore, the mass of active task suppliers and final good producers are respectively given by:

NT = N

∫ t̄

T
dGt(ι). (12)
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NB =

∫ z̄

z

∫ t̄

Ξ(ζ)
dGt(ι)dGz(ζ). (13)

The aggregate price index equals:

P = N
1

1−σ

[∫ z̄

z

∫ t̄

Ξ(ζ)
pB(c(ζ, ι))1−σdGt(ι)dGz(ζ)

] 1
1−σ

. (14)

Lastly, free entry implies that in equilibrium the expected profits must equal the sunk entry cost.

Letting vB be the profits generated from blueprint production, i.e., vB ≡ πB(ζ, ι)− fn(ζ, ι)− fB,

the free entry condition can be written as:∫ z̄

z

∫ t̄

Ξ(ζ)
(πB(ζ, ι)− fn(ζ, ι)− fB)dGt(ι)dGz(ζ) +

∫ t̄

T
πT (ι)dGt(ι) = δfE . (15)

Given optimal sourcing strategies, cutoff conditions (9), (10), and (11), firm mass equations (12)

and (13), the price index (14), and the free entry condition (15) give us seven equations and seven

unknowns: P , N , NB, NT , Ξ(z), z, and T. We now formally define the equilibrium of the model:

DEFINITION 1. The closed economy equilibrium consists of an aggregate price index P , the

number of firms N , NB, NT , and the cutoffs Ξ(z), z, and T that satisfy the equilibrium conditions

(9)-(15).

3.4 Analysis of the Equilibrium

Comparative Statics

To facilitate our equilibrium analysis, here we present four sets of comparative statics regarding

firms’ sourcing choices, marginal costs, and profits. We relegate proofs to Appendix C.1 and

C.2. First, blueprint producers with better blueprints have lower marginal costs, source a larger

share of tasks from a larger number of suppliers, and also incur more fixed costs and reach less

efficient suppliers. Second, blueprint producers that are more efficient in task production have

lower marginal costs, source a lower share of tasks from fewer suppliers, and are less likely to incur

fixed costs to reach less efficient suppliers. Third, when the number of potential suppliers increases,

firms source more tasks and their marginal costs decrease. Moreover, when N increases, the mass of

productive suppliers increases and thus the cutoff manufacturing ability rises. As more productive

suppliers tend to supply more tasks, the number of total suppliers a firm has might increase or

decrease. Finally, task producers with better manufacturing ability supply tasks to more firms,

and also supply a larger number of tasks to a given firm. Since the expected profit margin for

each connection is 1
1+θ , a firm with higher manufacturing ability also earns more profits for each

business connection, and thus in total earns more profits from task production.
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Selection into Operating Status

In equilibrium, equation (9) determines the zero-profit curve (ZPC), which gives the {z, t} com-

binations above which firms are active in final good production; similarly, equation (11) determines

the cutoff T above which firms are active in task production. As such, we can visualize firms’

selection into four different activities in Figure 1: (i) firms with both low z and t exit, (ii) firms

with high z but low t engage in final good production and become pure ordinary firms, (iii) firms

with low z but high t engage in task production and become pure processing firms, and (iv) firms

with both high z and t are active in both and become mixed firms.

Uniqueness

Because of Cobb-Douglas preferences and the constant markups on both task and final good

production, total profits from task production is exogenously given by ΠT = (σ−1)βL
σ(θ+1) . Denoting the

average net profits of active blueprint producers as ṽB, the free entry condition can be rewritten

as:

ṽB(P,N) =
NδfE − (σ−1)βL

σ(θ+1)

NB(P,N)
. (16)

The increase in N is associated with a decrease in NB/N . The intuition is that when N increases,

competition in the final goods market intensifies. This forces the least productive firms to exit, and

therefore lowers the share of active final good producers.

In equilibrium, given P and N , firms’ operating decisions are uniquely determined. Hence the

system of equations that characterize the equilibrium can be simplified to two equations linking P

and N—the free entry (FE) condition (16) and the aggregate price (AP ) equation (14). When

N increases, the marginal cost of blueprint production decreases, competition in the final goods

market intensifies, and thus the AP curve is downward sloping. In contrast, a higher N implies a

decrease in expected profits from task production, and a lower NB/N implies that a smaller fraction

of entrants will be active in blueprint production—both require P to rise to make firms indifferent

to enter, and thus the FE curve is increasing and cut by the AP curve only once from above in

the (P,N) space. This ensures the uniqueness of the equilibrium, which we present graphically in

Figure 2 and formally prove in Appendix Section C.3.

4 Open Economy

We now turn to the open economy case with two countries: Home and Foreign (denoted with

asterisk). The differentiated sector is subject to iceberg trade costs such that τB, τT > 1 units are

required to be shipped for one unit of final goods and tasks to reach the destination, respectively.

Exporting final goods also requires a fixed cost fX , and the homogeneous sector is assumed to be

freely traded.

The equilibrium can be solved similarly to the closed economy case. Consider first the final goods
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market. Note that introducing iceberg trade costs is equivalent to increasing the average production

cost of foreign task suppliers by τ∗T
θ. Therefore, the blueprint producers at Home de facto face N +

N∗ potential task suppliers, whose manufacturing abilities are distributed as Ĝt(ι) = N
N+N∗Gt(ι) +

N∗

N+N∗G
∗
t (ιτ

∗
T
θ). Here, we use subscripts D and X to denote firms’ export decisions: D stands for

selling domestically and X stands for exporting. Then, a blueprint producer’s optimization problem

can be written as:

vB(zj , tj) = max
{D,X,Exit}

{
vBD(zj , tj), v

B
X(zj , tj), 0

}
, (17)

where:

vBD(zj , tj) = max
t

{
πBD(zj , tj)− fn(zj , tj)− fB

}
,

vBX(zj , tj) = max
t

{
πBD(zj , tj)(1 +

AF
A
τ1−σ
B )− fn(zj , tj)− fB − fX

}
.

It is easy to verify that vBD and vBX are both upward sloping in z, with vBX being steeper since:

(i) market access is greater, and (ii) improved market access leads to a lower marginal cost of

production via increased optimal sourcing. Therefore, for two firms with the same manufacturing

ability, the one with the better blueprint is more likely to export.

Firms are indifferent between selling domestically and exporting when vBD = vBX . This yields

the export cutoff curve tX = ΞX(z). Expressions for the zero-profit curve and the domestic task

production cutoff remain the same as in the closed economy equilibrium. The only change is that

the sourcing capacity of a given firm becomes Θ(zj , tj) = tj+(N+N∗)
∫ t̄
t(zj ,tj)

ιdĜt(ι) as now it can

reach task suppliers in both countries. The number of active final good producers and exporters in

Home can then be expressed as:

NB =

∫ z̄

z

∫ t̄

Ξ(ζ)
dGt(ι)dGz(ζ), NB

X =

∫ z̄

zX

∫ t̄

ΞX(ζ)
dGt(ι)dGz(ζ),

where z = Ξ−1(t̄) and zX = Ξ−1
X (t̄). The aggregate price index therefore satisfies:

P 1−σ = N

∫ z̄

z

∫ t̄

Ξ(ζ)
pB(ζ, ι)1−σdGt(ι)dGz(ζ) +NX

∗
∫ z̄

z∗X

∫ t̄

Ξ∗X(ζ)

(
τ∗Bp

B∗(ζ, ι)
)1−σ

dG∗t (ι)dG
∗
z(ζ).

(18)

The supply of tasks mirrors the demand from the final goods market. With the presence of

export costs, the task supplier with the lowest manufacturing ability in Home that exports to

Foreign satisfies: TX = τ θTT∗. The free entry condition becomes:

∫ z̄

z

∫ t̄

Ξ(ζ)
vB(ζ, ι)dGt(ι)dGz(ζ) +

∫ t̄

T
πT (ι)dGt(ι) = δfE . (19)
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Given the mass of entrants and the aggregate price indices in both countries, firms’ optimal sourcing

and operating decisions can be determined; equations (18) and (19) provide four equations, from

which we can uniquely identify N , N∗, P , and P ∗, and hence solve the equilibrium.

4.1 Selection into Export Mode

Introducing international trade yields two additional cutoffs compared to the closed economy equi-

librium. As presented graphically in Figure 3, a subset of entrants survive in each country and a

smaller subset of those export. On the task production margin, active task producers have higher

manufacturing ability than firms who exit, while task exporters have even higher manufacturing

ability. Similarly, firms with the ‘worst’ blueprint quality exit, the better ones operate only in

the domestic market, and the ones with the highest blueprint quality export. If a firm has both

high manufacturing ability and blueprint quality, it becomes a mixed exporter. The following

proposition summarizes this result:

PROPOSITION 1. In equilibrium, firms with both low z and t exit, and firms with intermediate

z or t operate solely domestically. Firms with high z but low t become pure ordinary exporters; firms

with low z but high t become pure processing exporters; and firms with both high t and z engage in

both activities and become mixed exporters.

4.2 Linking the Model to Data

We now examine how the model can help us explain the stylized facts in Section 2. For the

remainder of this section, we refer to pure processing exporters (PP ) as processing exporters, pure

ordinary exporters (PO) as ordinary exporters, and exporters that engage in both activities (Mix)

as mixed exporters. To facilitate the analysis, we first introduce the ranking theorem which is used

repetitively in this subsection:

Ranking Theorem. For any increasing and piecewise differentiable function u(x), if cumulative

G first-order stochastically dominates (FSD) cumulative G′, then:

EG[u(x)] > EG′ [u(x)].

Physical TFP Physical TFP measures the efficiency of a firm in transforming inputs

into outputs in terms of quantities. In our model this is best captured by tj , which reflects the

average efficiency of a firm in task production. We first compare the t of mixed exporters with

that of processing exporters. We use Gst to denote the cumulative distribution function (cdf ) of

t in equilibrium for s ∈ {PP, PO,Mix}. As the export cutoff curve is downward sloping, and z

and t are distributed independently, there are relatively more firms with lower t among processing

exporters. This in turn implies that GMix
t FSD GPPt , a result we formally prove in Appendix

Section C.4. Next, we compare processing exporters to ordinary exporters. The export selection
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cutoff ensures that tPO is always lower than tPP . Therefore GPPt FSD GPOt . Then, by applying

the ranking theorem, we immediately have that EMix[t] > EPP [t] > EPO[t].27

R&D and advertisement expenses Similarly, we use Gsz to denote the cdf of z for

s ∈ {PP, PO,Mix}. We first prove that GPOz FSD GMix
z and GMix

z FSD GPPz in Appendix

Section C.4. As Figure 3 intuitively suggests, there are relatively more firms with lower z among

processing exporters compared to mixed exporters, and more firms with lower z among mixed

exporters compared to ordinary exporters.

We then rationalize stylized fact 3 with a simple twist in our model. Suppose that firms draw

their blueprint quality and manufacturing ability sequentially. After observing its z, a firm can

choose whether to incur an additional cost fRD(a) to improve its blueprint quality to za
1

σ−1 before

observing its manufacturing ability t.28 Note that in this case, the blueprint quality distribution

remains orthogonal to the distribution of t, and thus all other predictions derived from the model

still hold. However, fRD(a) is increasing in z in equilibrium; thus by the ranking theorem, we

immediately have that EPO[fRD] > EMix[fRD] > EPP [fRD].

Employment We first compare the employment of mixed and processing exporters. As labor

is the only input, the associated employment increases in t. We assume that f is sufficiently small

such that tj < tj always holds for exporters. As a result, we have that EMix[l | t] = EPP [l | t].29

From the comparative statics, we know that the employment of a firm is increasing in t. Applying

the ranking theorem, it is immediate that EMix[l] > EPP [l].

Now we compare the employment of processing and ordinary exporters. Consider a processing

exporter j and an ordinary exporter j′. As tj > tj′ , for any final good producer that both j and j′

supply tasks to, firm j has higher sales. Firm j also reaches a larger number of final good producers.

Therefore, xj > x′j , which in turn implies that lj > l′j . As this inequality holds for any processing

exporter j and ordinary exporter j′, EPP [l] > EPO[l] holds as well.

Labor productivity The log labor productivity of firm j is measured as LP (zj , tj) =

ln

(
vB(zj ,tj)+π

T (zj ,tj)+l(zj ,tj)
l(zj ,tj)

)
, where vB and πT are net profits from blueprint and task production

respectively. Given πT = 1
θ l, the above equation can be simplified to:

LP (zj , tj) = ln

(
vB(zj , tj)

l(zj , tj)
+
θ + 1

θ

)
.

We first compare processing and ordinary exporters. The export cutoff ensures that vBPO > vBPP

for any pair of firms. We also showed that lPP > lPO always holds. Therefore, for any processing

exporter j′ and ordinary exporter j, LPj > LPj′ , and thus EPO(LP ) > EPP (LP ). The comparison

27Moreover, the comparative statics result suggests that sales to each customer, the number of customers, and
the total profits from task production are increasing in t. The ranking theorem therefore implies that, on average,
mixed firms have greater processing exports, reach more customers, and earn higher total profits from processing
when compared to processing exporters.

28We assume that f ′RD > 0 and f ′′RD > 0.
29This assumption greatly simplifies our analysis, resulting in no ‘additional’ labor for in-house production, as

exporter j sources from all suppliers (including itself) with manufacturing ability tj anyways.
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between ordinary and mixed exporters is less obvious; in Appendix Section C.4, we show that
vBj
lj

is an increasing function of zj , and can be an increasing function of tj . If the latter holds, firms

with the highest labor productivity will be mixed. When their share is sufficiently large, we have

that EMix(LP ) > EPO(LP ).

Revenue TFP To be consistent with the Olley-Pakes estimation of TFP, we can instead

assume that tasks are produced using labor and capital with a Cobb-Douglas technology. The

share parameter on labor is α, and thus the revenue TFP of firm j is given by:

TFPR(zj , tj) = ln(
vBj + πTj + lj

lj
αkj

1−α ) ∝ ln(
vBj + πTj + lj

lj
) = LPj .

30

The ranking is therefore the same as that of labor productivity.

4.3 Processing Trade Policy

There is widespread belief among policymakers that exporting is beneficial for a country’s economic

development. As a result, many emerging countries, most notably China, adopted policies that

encourage exporting such as input tariff exemptions. Another processing trade policy championed

mostly by East and Southeast Asian economies is the establishment of export processing zones that

provide various incentives to processing exporters (Radelet and Sachs, 1997).31 However, existing

work typically suggests that promoting processing trade crowds out ordinary firms and thus reduce

welfare (Defever and Riaño, 2017; Deng, 2017).32 Does our framework provide any new insights

regarding processing trade policy?

To highlight the model’s novel prediction, we focus on a small open economy setting such that

changes at Home does not affect any aggregate variables of Foreign. Our model predicts that when

Home introduces a processing policy that lowers τT , firms’ task exporting opportunities increase.

These opportunities raise the ex-ante expected value from task production, and thus firms’ expected

profits from final good production must decrease for the free entry condition to hold. Therefore,

the FE curve shifts downwards. On the other hand, the small open economy assumption ensures

that the change in τT casts no direct impact on the final goods market, and therefore for a given

N , the aggregate price index remains unchanged. As illustrated in Figure 4, these together imply

that the equilibrium N increases while P decreases.

With the increase in both the mass of potential suppliers and the final goods market competition,

firm heterogeneity remains an important determinant of profitability. In Appendix Section C.5,

we show that in this case, the rise in net profits from final good production, vB, is an increasing

function of z but a decreasing function of t, which we summarize in the following proposition:

30This is because lj
αkj

1−α = lj
α( w

wK
lj)

1−α ∝ lj in equilibrium, where wK is the rental price of capital.
31Nevertheless, the Chinese customs data shows that 86% of processing exporters in 2000-2006 were located outside

of special economic zones, which include export processing zones.
32One exception is Brandt et al. (2019), where tariff exemptions on imported inputs for processing has a positive

welfare impact.
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PROPOSITION 2. When τT decreases, the rise in net profits from final good production for a

given firm j increases in zj and decreases in tj.

Intuitively, firms with high blueprint quality but low manufacturing ability rely more on task

suppliers, and thus they benefit more from the increase in N . Promoting processing trade not only

directly benefits task suppliers with high manufacturing abilities (“Made in China”), but also helps

firms with good ideas (“Created in China”) by increasing the pool of suppliers they could source

from. Another implication is that when the number of potential suppliers increase in equilibrium,

firms will be more specialized in what they are relatively good at. Firms with good blueprints

are less constrained by their manufacturing ability, and thus are more likely to thrive in the final

goods market. Analogously, firms with good manufacturing ability but low blueprint quality are

less likely to produce their own branded products and more likely to specialize in processing.

An obvious difficulty in testing the above proposition is that we do not observe z and t. How-

ever, we do observe firm-level outcomes that are functions of z and t, such as employment and

labor productivity. Therefore, given aggregate variables and parameters, we can back out a firm’s

blueprint quality and manufacturing ability using information on observables. This means that we

can translate Proposition 2 to ask: how does the reaction of net profits from blueprint production

to trade costs (∂vB/∂τT ) change with respect to firm-level characteristics that are directly mea-

surable? Following this line of thought, we prove in Appendix Section C.6 that when τT decreases,

the rise of net profits from final good production for a given firm j increases in labor productivity,

conditional on employment. At the extensive margin, this implies that when τT decreases, firms

with higher labor productivity are more likely to enter the final goods market. We summarize this

in Corollary 1:

COROLLARY 1. When τT decreases, conditional on employment, firms with higher labor pro-

ductivity are more likely to bring their blueprints to production.

We formally test Corollary 1 in Section 5. We do not observe the time when a firm starts

to produce its own branded product, and thus we use a close proxy: firms’ registration of trade-

marks. Trademarks are often symbols that identify goods as manufactured by a particular person

or company and confer an exclusive right to use a specific brand (Baroncelli et al., 2005); hence we

can view them as registered brands. If we simply extend our model by allowing firms to register

their brands via costly trademark applications to avoid potential piracy, we reach the prediction

that when τT decreases, firms with higher labor productivity would be more likely to register their

trademarks.

5 Empirical Analysis

In this section, we test Corollary 1 using China’s “paperless” processing trade policy in 2000-2006.

China’s total exports made only 4% of world exports in 2000; its processing exports, even if we focus
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on the top five destinations, made up 3% of those countries’ total imports on average. In contrast,

China’s total exports was 21% of its GDP in 2000, of which 55% was done by processing firms.

Hence for a given policy shock on processing trade, its direct impact on Chinese firms, in relative

terms, should be much larger than its impact on the foreign market. Our choice of policy shock,

the “paperless” processing supervision program, is highly suitable for our identification strategy

as it affects only the cost of processing exports, leaving other exporting costs as well as inherent

marginal costs unchanged.

We utilize two additional datasets. The first is the yearly firm-level effective trademarks col-

lected by the State Administration for Industry and Commerce in China, which we merge with the

AIS data using unique firm IDs provided by Deng et al. (2019).33 The second is the dates when each

Chinese regional customs authority adopted the pilot “paperless” processing trade program, which

we constructed using China’s publicly available official customs notices. We discuss the policy in

more detail in the following subsection.

5.1 China’s “Paperless” Processing Trade

China’s customs authorities closely monitor the supply chain for processing trade due to special

duty drawbacks and tax rebates granted to processing exporters. Thus, to organize processing

trade, firms have to fill in grueling paperwork that details their financial condition and upstream

and downstream connections for each contract, and then wait to get approved by the customs

authority. In order to make processing trade less costly for firms, China began to experiment

with an online supervision system in 2000. By connecting firms’ computer management systems

to the customs’ online administration system, it made the processing trade application paperless,

and thus significantly reduced the burden of red-tape on processing firms. As quoted from a news

article by International Business Daily :“...the traditional methods, from preparing the contract to

getting approval, takes at least two weeks—sometimes one needs to visit several governmental offices

hundreds of times. After adopting online supervision, the application takes less than an hour. As

a result, the company’s customs clearance costs are reduced by more than 20%, and the clearance

speed is greatly improved.”34

The pilot program for paperless processing trade targeted Class A firms: firms that had at least

$10 million worth of exports. Favorable to our setting, this threshold of $10 million was set by the

Chinese authorities in 1999 as a way to classify firms for administrative purposes and is unrelated

to the paperless processing trade program.35 This policy experiment was gradually introduced to

33We are grateful to Ran Jing for sharing the data. See Deng et al. (2019) for a detailed description of the
trademarks dataset.

34The original article is in Chinese and can be found at (http://jm.ec.com.cn/article/jmzx/jmzxdfjm/
jmzxguangzhou/200409/498189_1.html); translated by the authors.

35As paperless supervision requires firms to have the Enterprise Resource Planning (ERP) system (a computer
software for business management), customs authorities naturally targeted large firms for the pilot since most of
them had already installed the ERP system. Hence, the threshold of $10m provides a simple yet established selection
criteria. See http://www.people.com.cn/zixun/flfgk/item/dwjjf/falv/6/6-1-50.html (Chinese) for the official
firm classification notice, and http://www.fdi.gov.cn/1800000121_39_1919_0_7.html (Chinese) for the official no-
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different prefectures: between 2000 and 2006, customs authorities of 50 (out of 334) prefectures in

18 (out of 34) provinces of China adopted the pilot program, as illustrated in Figure 5. By the end

of 2006, inspired by the success of the pilot program, the policy rolled over nation-wide and was

made available to all processing firms, regardless of size.

To test the effect of the paperless program, we use a difference-in-differences (DD) methodology.

Note that the $10m threshold is a high bar: around 90% of processing firms export less than $10m

in a given year, and more than half of processing firms in the sample export less than $1m worth

of goods annually. As shown in Table A.2 panel (a) columns 1-3, compared to the rest of firms in

our data, firms that are above the $10m threshold are more likely to be mixed, more likely to be

importers, less likely to be exiters or entrants, less likely to be foreign-owned, and more likely to

be SOEs. They are also more processing-oriented and grow faster on average. The last two rows

use variables from the merged AIS-customs data and reveal, expectedly, that the above-threshold

firms are significantly larger both in terms of employment and capital. Moreover, Figure A.1 panel

(a) suggests that the processing export pre-trends of the two groups are not parallel, which would

threaten the identification strategy in a simple DD framework.

To address this, we compare firms that exported between $10-11m worth of processing goods

with firms that exported between $9-10m before the policy was introduced. By incorporating

this bandwidth, our approach resembles a regression discontinuity (RD) design with difference-

in-differences (DD-RD). As emphasized by Lemieux and Milligan (2008), selecting an appropriate

control group in DD and thus have a DD-RD type of estimation is crucial to get unbiased treatment

effect estimates given that the parallel trend assumption between the treatment and control groups

holds. This approach also allows us to take full advantage of our panel data structure, using several

years before and after the policy adoption, which enables us to estimate lagged effects. Moreover,

our use of firm fixed effects allows us to focus strictly on within-firm variation, making DD-RD

more robust to confounders when compared to a simple RD.

The balancing checks in Table A.2 panel (b) reveal that our selected treatment and control group

of firms are similar in almost all key aspects. There are two statistically significant discrepancies

between the two groups: $10-11m firms are slightly more processing oriented (89% vs. 84%) and

they are less likely to be foreign-owned (45% vs. 51%). With fixed effects, we control for ownership

and partially for the difference in processing shares, but we do two further robustness checks: we

restrict the sample to non-foreign firms, and include lagged processing share as a control. Most

importantly, Figure A.1 panel (b) shows that the pre-trends between the chosen treatment and

control groups are similar, with the $10-11m firms increasing their processing exports sharply in

t + 1. Note that even though our choice of bandwidth is a relevant and restrictive bandwidth for

processing exports that still allows some variation for our independent variable, our results are

qualitatively insensitive to alternative bandwidths as shown in our robustness checks.

tice that explains the pilot program that targets Class A firms. We observe firms’ eligibility, but not whether they
actually adopt it. We exclude the electronics sector from our analysis since firms in this industry had a lower threshold
($5m) to qualify for the pilot program.
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We start by running the following DD-RD specification at the firm-level to test the direct effect

of the policy:

ln(proc. exp.)icst = α+ β OSict−1 + γi + δst + φct + εicst, (20)

where ln(proc. exp.)icst is the processing exports of firm i that resides in prefecture c, with its core

HS2 sector s, in year t.36 OSict−1 is a dummy variable that indicates the adoption of the pilot

paperless processing trade program in prefecture c in year t − 1 that targeted firm i, γi are firm

fixed effects, δst are sector-year fixed effects to control for overall supply and demand shocks, φct

are prefecture-year fixed effects to capture aggregate prefecture shocks, and εicst is the error term

which we cluster two-way at the prefecture and sector level to allow for correlated shocks. Our main

independent variable OSict−1 is lagged by one year to allow some time for firms to adapt to the

new declaration system. Since we do not observe whether the firm is actually using the paperless

system, the estimate of β in (20) should be interpreted as an intention-to-treat effect.

We report the estimation results of (20) in Table 4. The first column shows the benchmark

result: firms that are in the treatment group in year t − 1 increase their processing exports by

28% in year t, relative to the control group of firms with $9-10m of exports in the year prior to

policy adoption. An important identification concern is that the exact implementation time of

the pilot program may be known to firms beforehand, making the timing of the policy adoption

correlated to firms’ strategic decisions. In column 2, we use a leads and lags strategy to rule

out anticipation effects, and find that the lead variable OSict+1 is not statistically different from

zero, while the coefficient of OSict−1 barely changes when compared to column 1. In column 3,

we control for lagged processing share since our balancing checks in Table A.2 indicate that the

$10-11m firms are slightly more processing-oriented than the $9-10m firms—the coefficient remains

identical. Similarly, In column 4, we exclude foreign firms since our balancing checks show that

there were more foreign-owned firms in the $9-10m sample when compared to the $10-11m sample.

This results in a larger and more precisely estimated coefficient.

In Table A.4, we show that our results are not sensitive to controlling for entry and exit in

column 1, using a first-difference specification in column 2, using alternative bandwidths of $9.5-

10.5m and $8.5-11.5m respectively in columns 3 and 4, or restricting the sample to always exporters

or non-SOEs respectively in columns 5 and 6. Column 7 does a falsification analysis by focusing on

the ordinary exports of mixed exporters, which shows a coefficient that is not statistically different

than zero. On the contrary, column 8 shows that mixed exporters do increase their processing

exports as expected. In columns 9 and 10, we do falsification analyses by setting the threshold

to $9m and $11m, and the bandwidth to $8-10m and $10-12m respectively—coefficients in both

columns are not statistically different than zero. These robustness checks support our finding that

the pilot program increased firm-level processing exports.

36We assign a core HS2 sector to each exporter based on the ranked value of exports in its initial export year.
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5.2 Downstream Spillovers and Trademarks

We now turn to the downstream spillovers of the pilot “paperless” processing trade program.

Corollary 1 states that productive downstream firms would be more likely to establish their own

brands/trademarks thanks to the larger mass of potential suppliers when processing cost τT falls.

Existing empirical research suggests that supplier-buyer relationships are highly localized (Bernard

et al., 2019), and thus we hypothesize that downstream firms that are in the same prefecture as

the affected suppliers would be more likely to benefit from the spillover and thus apply for new

trademarks.

To examine the effect of the pilot program on firm-level branding activity, we focus on the

sample of non-processing domestic firms. We exclude processing exporters as this allows us to

cleanly examine the spillover to firms that engage in ordinary activities; we also exclude foreign-

owned firms since their trademark applications more likely reflect protecting their existing brands

rather than bringing in new blueprints to production. Finally, we exclude firms that have more

than 25 trademarks (outliers at the 99th percentile) in a given year since these firms are already

experienced trademark applicants and thus are unlikely to be affected by the policy change.37 We

then run the following specification:

Yicst = α+ βOSct−1 × Productivei + λ ln (empl.)it + ψ ln (capital)it + γi + δst + φct + εicst, (21)

where Yicst is the number of effective trademarks a firm has,38 OSct−1 is the policy adoption

indicator as before, and Productivei indicates whether the firm’s initial log labor productivity is

above the median value. We focus on the interaction coefficient as our model predicts that only

productive firms will be more likely to bring their blueprint to production when faced with a positive

upstream shock. We include ln (empl.)it and ln (capital)it to control for firm-level employment and

capital stock, firm fixed effects γi to control for unobserved firm-level characteristics, sector-year

fixed effects δst to control for sector-specific supply and demand shocks (sectors are at the 4-digit

CIC level), and prefecture-year fixed effects φct to control province-wide policy changes that might

affect trademark applications.39 We cluster the errors εicst two-way at the prefecture and sector

level as before. Due to the count nature of our dependent variable, we estimate specification

(21) using a Poisson pseudo-maximum likelihood (PPML) model.40 We provide various robustness

checks with alternative measures.

Our identification relies on the plausible assumption that the timing of introducing the pilot

37Including these outlier firms leads to a coefficient of similar magnitude to our benchmark case, significant at the
10% level.

38As mentioned before, trademarks are the legal basis for brands and thus we are using the number of effective
trademarks as a proxy for firms’ branding activity. The discussion on how to link trademarks to brands under our
theoretical framework is provided at the end of Section 4.3.

39Slightly more than a third of firms in our dataset have at least one effective trademark in 2000-2006. The average
number of effective trademarks is 1.6, with standard deviation 9.6.

40For our PPML estimations, we use Correia et al.’s (2019) Stata package ppmlhdfe, which is robust to convergence
issues inherent in maximum-likelihood estimation with multiple high-dimensional fixed effects.
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paperless processing program by a prefecture’s customs is exogenous to the branding activities of

the non-processing firms in the same region. We also rely on the fact that processing exporters can

sell domestically. The literature has largely ignored this possibility, but processing firms do sell

domestically if they pay the required taxes.41 The matched customs-AIS data indicates that 76%

of processing exporters in 2005 also sold domestically.42

Table 5 has our benchmark results. In column 1, in order to focus on the main effect, we

use a less restrictive specification with province-year (instead of prefecture-year) fixed effects, and

find that the pilot program does not have a significant effect on the number of trademarks for

the average firm. In column 2, we interact OSct−1 with Productivei, and in column 3 we add

prefecture-year fixed effects and find that the pilot paperless processing trade program increased

the number of trademarks of a productive firm by about 4%. In column 4, to allow for a more

flexible effect, instead of the Productivei indicator, we interact OSct−1 with the firm’s demeaned

initial labor productivity, ln (labor prod.)i, and the result stays robust.

Column 5 of Table 5 excludes SOEs from the sample as these firms’ trademark activities might

be subject to government controls. Column 6 uses a linear probability model (LPM) instead of

PPML. Neither of these robustness checks change the qualitative result. In column 7, the dependent

variable is a dummy that indicates whether the firm has at least one effective trademark. In column

8, we focus on the logged number of trademarks, which results in a smaller sample size due to

dropping firms with no trademarks. The coefficients show that the processing trade shock has

positive effects on both the extensive and the intensive margins of trademark activity. We also

find that the number of employees and the capital stock have a positive and significant effect on

trademarks in all regressions, as expected. Finally, in column 9, we use a mixed-firm interaction

and find a positive and significant interaction term, indicating that these firms were more likely to

increase their trademark activity due to the paperless processing trade program.

One might be concerned that the above result does not specifically identify the downstream

firms that are affected by the processing trade shock. In order to dispel this concern, we use an

alternative strategy that uses China’s official 2002 Input-Output (IO) table. Since our shock is

based on the customs data which is in HS classification, we concord the shock to the industry

classification used in China’s IO table, which we then concord to the 4-digit CIC level used in

the AIS firm-level data. For this, we use crosswalks from the HS8-IO industry concordance to the

CIC-IO industry concordance to create 74 tradable industries.43 Once we redefine our shock at

this new sector level, we aggregate the IO table to the level of the 74 IO industries, labeling the

unmatched non-tradable industries as “other.” We also assign each firm an IO industry based on

41The official customs regulatory document that explains how processing exporters can sell domestically can be
found in http://www.customs.gov.cn/customs/302249/302266/302267/356603/index.html.

42The median (mean) exports share (exports/sales) for these processing firms was 81% (63%).
43We thank Yu Shi for providing the HS8-IO industry correspondance table. There are 7,428 HS8 matched to 85

distinct IO industries. We adjust for the one-to-many and many-to-many matches using the aggregation algorithm
provided by Van Beveren et al. (2012). The CIC-IO industry concordance table is from Zi (2019). Since the CIC
codes changed after 2002, we first adjust the CIC industries overtime to create uniform CIC industry codes using
pre- to post-2002 CIC concordance tables.
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the CIC-IO industry concordance table.

We define the “treated processing share” for each prefecture-sector-year (cst) in the following

way:

Treated processing sharecst =

∑
i∈A processing exportsicst∑
i processing exportsicst

,

where i ∈ A are processing firms that are above the $10m threshold, and sector s is defined at

the IO level. For prefecture-sector-years with no processing exports, we set the treated processing

share to zero. This share, which proxies for the intensity of the processing cost shock for each

prefecture-sector-year, ranges from 0% to 100% with a mean of 8% (standard deviation: 23%).44

Then, we create a time-varying input shock using the treated processing share for each output

sector n and prefecture c as follows:

Input shockcnt =
∑
s

ωns ∗ Treated processing sharecst,

where ωns are cost shares from the redefined IO table. We then run the following specification:

Yicnt = α+β Input shockcnt×Productivei+λ ln (empl.)it+ψ ln (capital)it+γi+δnt+φct+εicnt, (22)

where Yicnt is the number of trademarks as before, δnt are sector-year fixed effects, now at the IO

level, φct are prefecture-year fixed effects, and εicnt is the error term which we cluster two-way at

the prefecture and sector level. Compared to (21), specification (22) allows us to focus directly on

downstream firms at the cost of some measurement error created by sector aggregation.

Table 6 column 1 shows that the input shock does not have a significant effect on the number

of trademarks for the average firm. In column 2, we interact the input shock variable with the

Productivei dummy, and find an interaction coefficient of 0.428, significant at the 1% level. This

result indicates that a one standard deviation (0.033) increase in Input shockcnt raises the number

of trademarks of a productive firm by 0.035 ((2.222− 1.167)× 0.033), which is 1.5% of the average

number of trademarks (2.34) for firms with above-median productivity. In column 3, we directly

control for the treated processing share as well as its interaction with Productivei (i.e., control for

Output shockcnt = Treated processing sharecnt). We include this control since promoting process-

ing policy might crowd out ordinary firms and hence directly affect their branding activities. The

estimated coefficient in column 3 barely changes when compared to column 2. Finally, in column

4, we use a mixed-firm interaction and continue to find a positive and significant interaction term.

Overall, results in Table 6 confirm the findings in Table 5 that the pilot paperless processing trade

program has induced downstream firms to increase their branding activity as predicted by our

model.

44Our results are qualitatively similar if we define the shock to be simply the level of affected processing exports
(the numerator of the Treated processing sharecst). These results are available on request.
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6 Conclusion

In this paper, we unpacked the “black box” of mixed exporters that engage in both ordinary and

processing exports. Contrary to the existing literature that describes processing firms as inferior,

we showed that mixed firms, who engage predominantly in processing, are superior to other firms

in multiple dimensions. We revisited some of the earlier findings in the literature but focused on

these “super processors,” and provided novel stylized facts on firms’ performance, brand ownership,

and choice of export modes.

We formalized a parsimonious general equilibrium model based on the frameworks of Antràs

et al. (2017) and Bernard et al. (2019). We allowed for markups in both stages of production

and introduced two dimensions of firm heterogeneity: manufacturing ability, which determines how

efficient a firm is in producing tasks, and blueprint quality, which determines how good a firm is in

selling its own branded products. Our framework rationalized the ranking among the different types

of exporters that we observe in the data, and provided a new source of gains: facilitating processing

trade raises the ex-ante expected profits from task production and hence encourages entry, leading

to a greater mass of potential suppliers, which eventually benefits downstream ordinary firms,

especially the ones with good blueprints but low manufacturing ability who rely heavily on suppliers.

In the last part of the paper, we tested our model’s prediction using China’s pilot “paperless”

processing supervision program in 2000-2006 as a quasi-natural experiment. Consistent with the

model’s prediction, we found that promoting processing trade not only increased the processing

exports of firms, but also induced productive domestic downstream firms to establish their own

trademarks. Overall, our theoretical and empirical analyses in this paper highlighted that process-

ing trade led goods to be not only “Made in China,” but also “Created in China” by providing a

breeding ground of potential task suppliers for firms with good ideas.
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Tables and Figures

Table 1: Mixed Exporters

(a) All mixed exp. (b) Merged mixed exp.

Median Mean Sd. Median Mean Sd.

(1) Processing share 0.64 0.58 0.36 0.66 0.58 0.36

(2) Processing share, mixed HS8 0.71 0.62 0.34 0.74 0.63 0.34

(3) Processing share, mixed HS8-country 0.68 0.62 0.32 0.70 0.63 0.32

(4) Share of mixed HS8 0.29 0.37 0.31 0.31 0.37 0.30

(5) Share of mixed HS8-country 0.19 0.25 0.24 0.20 0.24 0.23

(6) Value share of mixed HS8 0.87 0.68 0.37 0.89 0.71 0.35

(7) Value share of mixed HS8-country 0.59 0.53 0.37 0.62 0.55 0.36

Notes: This table shows the processing intensity (processing exports/total exports) of mixed exporters
in rows 1-3, and their composition of exports (mixed exports/total exports) in rows 4-7, at different
levels of aggregation. Panel (a) reports figures for the entire sample of 50,952 mixed exporters, whereas
panel (b) reports figures for the subsample of 24,470 mixed exporters that can be matched to the AIS
data (merged) for 2000-2006.
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Table 2: Mixed Exporter Premia

(a) All exporters PPit Mixit Obs.

(1) ln(empl.)it 0.30*** (0.07) 0.38*** (0.04) 208,514

(2) ln(labor prod.)it -0.22*** (0.03) 0.14*** (0.03) 197,661

(3) TFPRit -0.14** (0.07) 0.12*** (0.04) 9,297

(4) TFPQit 0.02* (0.01) 0.03*** (0.01) 9,297

(5) ln(R&D exp.)it -0.81*** (0.15) -0.27*** (0.05) 208,514

(6) ln(advert. exp.)it -1.00*** (0.13) -0.37*** (0.06) 193,919

(b) Excl. foreign firms PPit Mixit Obs.

(1) ln(empl.)it 0.21*** (0.06) 0.38*** (0.04) 159,938

(2) ln(labor prod.)it -0.05 (0.04) 0.21*** (0.03) 152,073

(3) TFPRit -0.02 (0.06) 0.14*** (0.04) 7,037

(4) TFPQit 0.04** (0.02) 0.04*** (0.01) 7,037

(5) ln(R&D exp.)it -0.78*** (0.17) -0.24*** (0.06) 159,938

(6) ln(advert. exp.)it -0.95*** (0.14) -0.33** (0.06) 149,466

Notes: This table reports the results of running specification (1). Each row is a separate OLS regression of
the dependent variable shown in column 1 on dummy variables PPit and Mixit that indicate whether the
firm i is a pure processor or a mixed exporter in year t respectively (pure ordinary is the omitted group).
ln(R&D exp.)it and ln(advert. exp.)it are calculated by ln(x + 1) to avoid dropping zeros. TFPRit and
TFPQit refer to TFP calculated using revenue and quantity data respectively (see the text for details).
Rows 1-2 and 5-6 include sector-year fixed effects, and all except those in the first row control for firm size.
Rows 3-4 focus on single-product producers only and thus include product-year fixed effects. Coefficients
for the two dummy variables are significantly different from each other in all rows except for row 4 in both
panels. Standard errors clustered by 2-digit CIC industries (29 clusters) are in parentheses. ***, **, and
* denote statistical significance at the 1%, 5%, and 10% levels respectively.

Table 3: Export Mode and Brand Ownership

Dependent var.: Difhc lnuvifhc
(1) (2) (3) (4)

Pifhc -0.126∗∗∗ -0.032∗ -0.072 0.092∗∗

(0.039) (0.016) (0.162) (0.044)

Difhc 0.197∗ 0.088∗∗

(0.110) (0.038)

Product-country FE Yes No Yes No
Firm-product-country FE No Yes No Yes
R2 0.30 0.85 0.81 0.92
Obs. 445,437 427,567 419,009 402,169

Notes: This table reports the results of running specification (2). Difhc indicates whether transac-
tion i of firm f in product h (at the HS10 level) to destination c is a domestic own brand transaction,
Pifhc indicates whether this transaction is classified under processing trade, and lnuvifhc is the log
unit value of this transaction. Standard errors clustered by firms are in parentheses. ***, **, and
* denote statistical significance at the 1%, 5%, and 10% levels respectively.
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Table 4: Paperless Trade and Processing Exports

(1) (2) (3) (4)

Dep. var.: ln(proc. exp.)icst Benchmark
Leads &

lags
Proc. share

No foreign
firms

OSict−1 0.277** 0.281** 0.277** 0.454***

(0.126) (0.119) (0.112) (0.101)

OSict+1 0.033

(0.161)

Proc. shareict−1 1.168***

(0.192)

Firm FE Yes Yes Yes Yes

Sector-year FE Yes Yes Yes Yes

Prefecture-year FE Yes Yes Yes Yes

Obs. 1,718 1,452 1,418 779

R2 0.62 0.65 0.68 0.65

Notes: This table reports the results of running specification (20). OSict−1 indicates the implemen-
tation of the pilot paperless processing trade programme in prefecture c in year t− 1 for firm i (i.e.,
Class A firms). Sector s refers to the top (core) HS2 of each firm. Standard errors clustered at the
prefecture and sector level are in parentheses. ***, **, and * denote statistical significance at the
1%, 5%, and 10% levels respectively.
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Table 6: Trademarks, with IO Linkages

(1) (2) (3) (4)

Dep. var.: Yicnt
Overall
effect

Median
Output
control

Mixed
interaction

Input shockcnt−1 0.084 -0.152** -0.164** 0.053

(0.084) (0.073) (0.072) (0.084)

× Productivei 0.428*** 0.437***

(0.087) (0.084)

× Mixedit 0.194**

(0.084)

Output shockcnt−1 -0.010 -0.010

(0.009) (0.007)

× Productivei 0.007

(0.012)

× Mixedit 0.032**

(0.012)

ln (empl.)it 0.102*** 0.101*** 0.101*** 0.102***

(0.006) (0.006) (0.006) (0.006)

ln (capital)it 0.054*** 0.054*** 0.054*** 0.054***

(0.003) (0.003) (0.003) (0.003)

Firm FE Yes Yes Yes Yes

Sector-year FE Yes Yes Yes Yes

Prefecture-year FE Yes Yes Yes Yes

Obs. 480,051 480,051 480,051 480,051

pseudo-R2 0.48 0.48 0.48 0.48

Notes: This table reports the results of running specification (22) using a PPML model.
Yicnt is the number of trademarks of firm i in downstream sector n residing in prefecture c
in year t. Sectors refer to 57 downstream IO industries. Productivei indicates firms whose
initial log labor productivity is larger than the median. Mixedit indicates whether the
firm engages in both ordinary and processing exports. Standard errors clustered at the
prefecture and sector level are in parentheses. ***, **, and * denote statistical significance
at the 1%, 5%, and 10% levels respectively.
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Figure 1: Selection into Operating Status

Figure 2: Determination of the Equilibrium
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Figure 3: Selection with International Trade

Figure 4: Impact of Processing-promoting Policy
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Figure 5: Adoption of the Pilot Paperless Processing Trade Program

Notes: This map shows the 50 Chinese prefectures that adopted the pilot
online supervision system during 2000-2006.
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A Appendix Tables and Figures

Table A.1: Export Mode and Brand Ownership:
Summary Statistics

(1) (2) (3)

No brand Foreign brand Domestic brand

Ordinary exports 14.3% 33.5% 52.2%

Processing exports 7.0% 83.9% 9.1%

Other exports 3.2% 92.8% 4.0%

Total 12.4% 56.4% 32.7%

Notes: This table reports the share of export modes in no brand, foreign brand, and domestic
brand categories in columns 1, 2, and 3 respectively, using the 591,270 manufacturing export
transactions in the 2018 customs data sample (after excluding the 271,297 transactions made by
wholesalers and intermediary firms). We extract brand ownership information for each transac-
tion from the reported string product specification using an algorithm (see the text for details),
which we then classify as no brand, foreign brand, or domestic (own) brand. We classify the 45
export modes reported in the dataset into three broader groups: ordinary exports, processing
exports, and other exports.
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Table A.2: Comparisons of Firms

(1) (2) (3) (4) (5) (6)

Sample
All <$10m
processors

All >$10m
processors

Difference
$9-10m

processors
$10-11m

processors
Difference

Mixed 0.63 0.67 -0.04*** 0.62 0.62 -0.00

Importer 0.73 0.76 -0.03*** 0.75 0.78 -0.03

Exiter 0.07 0.02 0.05*** 0.02 0.02 -0.00

Entrant 0.11 0.04 0.07*** 0.04 0.05 -0.01

Foreign 0.49 0.47 0.02*** 0.51 0.45 0.06**

SOE 0.12 0.20 -0.08*** 0.16 0.13 0.02

Proc. share of
exports

0.70 0.86 -0.17*** 0.84 0.89 -0.05***

Avg. log
annual growth

0.05 0.14 -0.09*** 0.12 0.18 -0.06

ln (empl.) 5.43 6.82 -1.38*** 6.17 6.22 -0.06

ln (capital) 8.83 10.57 -1.74*** 9.92 9.83 0.09

Obs. 189,195 8,818 1,019 736

Notes: This table reports balancing checks between the treatment and control groups. Columns 1 and 2 represent the
means of the variables for exporters that are below and above the $10m threshold respectively (entire sample). Columns
4 and 5 represent the means of the variables for exporters that have $9-10m and $10-11m processing exports respectively
(restricted sample). Columns 3 and 6 show the differences in the means across the groups. The number of observations
reported in the last row corresponds to the variable in the first row, and might deviate across variables depending on
data availability. The electronics sector is excluded due to its lower $5m threshold. ***, **, and * denote statistical
significance at the 1%, 5%, and 10% levels respectively.
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Table A.3: List of Products in the 2018 Customs Sample

HS code Product specification

39232100 Ethylene polymer bags and bags (for transport or packaging of goods)

40112000 Tires for passenger cars or trucks

42022200 Handbags made of plastic or textile materials (with or without straps)

54075200 Dyed other polyester textured filament woven fabric

61099090 T-shirts

61102000 Pullovers

62019390 Cold weather clothes

62034290 Trousers, breeches

62043200 Cotton-made women’s tops

63014000 Blankets and traveling rugs of synthetic fibers

73239300 Table, kitchen or other household articles and parts made of stainless steel

84151021 Air conditioners

84181020 Refrigerators (200 to 500 liters)

84183029 Cabinet freezers (temperature>-40 degree Celsius)

84714140 Microcomputers

84715040 Other microprocessor processing components

84717010 Hard disk drivers for automatic data processing machines

84717030 Optical drive for automatic data processing equipment

85030090 Motor stator and other motor (set) parts

85164000 Electric irons

85165000 Microwaves

85171100 Cordless telephones

85171210 GSM & CDMA digital wireless phones

85177060 Laser transceiver modules for optical communication equipment

85183000 Headphones

85219012 DVD players

85299090 High frequency tuner for satellite television reception and other purposes

85340090 Printed circuit with four layers or less

85366900 Plugs and sockets with voltage ≤ 1000 volts

85414020 Solar batteries

85416000 Assembled piezoelectric crystals

87120030 Mountain bikes

90138030 LCD panels

94051000 Chandeliers

Notes: This table lists the 34 products used in the 2018 customs sample. The original customs data is at the
10-digit HS (HS10) level; we report the product specification at the 8-digit level (HS8) to save space. Even at the
HS8 level, the product specification is highly disaggregated and clearly defined. The English product specifications
are translated from http://www.i5a6.com/hscode/.
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Figure A.1: Processing Export Trends

(a) All firms (b) $9-11m firms

Notes: The figure plots the level of processing exports for all exporters in panel (a)
and exporters that had $9-11m worth of processing exports in the year prior to policy
adoption in panel (b). Implementation time 0 indicates the year the prefecture’s customs
authority adopted the pilot paperless processing trade program.
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B Calculating Physical TFP

To calculate physical TFP, we use the firm-product level production survey conducted by the NBS

in China. This survey records information on products produced by all SOEs and private firms

that have annual sales of at least five million RMB in 2000-2006.45 To be able to assign an export

mode for each firm, we merge this database with the merged Chinese customs-AIS dataset using

unique firm IDs. Then, to obtain reliable productivity estimates at the firm level, we focus on

single-product firms. Counting by the number of firm-product-year observations, single-product

firms account for 56% of observations. Considering the relatively large amount of single-product

observations, we expect that focusing on these observations will not severely bias our results. To

ensure that the sample size is large enough to perform the estimation, we keep product categories

with at least 2,000 firm-year observations and at least four years of existence.46 Moreover, for each

product category we require that there are at least 50 yearly observations. This results in a sample

of 36 products (out of 693 manufacturing products) and 145,832 firm-year observations. Table B.1

lists the 36 products with their brief descriptions.

B.1 Methodology and Estimation

Our goal is to compare the production efficiency of exporters with different export modes. Fol-

lowing Foster et al. (2008), we use quantity data to get rid of the estimation bias caused by the

heterogeneity in output pricing. Because we do not have information on firms’ inputs, the input

price dispersion may also bias our productivity estimates. To deal with this concern, we follow

De Loecker et al. (2016) and use output prices to control for the input price dispersion. Note

that for the final sample with single-product firms, 19% of firms exit before the end of sample

period. This attrition rate can potentially cause a selection bias as first pointed out by Olley and

Pakes (1996). To deal with this concern, we also control for firm exit.47 We outline the estimation

framework below.

The log-linearized Cobb-Douglas production technology for firm i in period t is assumed to be

in the form of:

qit = αkit + βlit + γmit + ωit + εit, (23)

where qit is output quantity, kit is fixed assets, lit is the number of employees, mit is materials, ωit

is physical productivity, and εit is the productivity shock that is exogenous to the firm’s production

decision. We aim to estimate ωit, which is observable to the firm but not to the econometrician.

Most of the existing literature has estimated TFP using deflated revenue data. However, these

output price deflators are usually at the industry level, and thus they ignore the heterogeneity in

firms’ prices within an industry. As a consequence, the estimated productivity contains information

45See Li et al. (2018) for a detailed description of the production survey.
46As a robustness check, we change the threshold to 1,000 and results stay qualitatively the same.
47In addition to using a Cobb-Douglas instead of a translog production function, our methodology slightly differs

from Li et al. (2018) as we control for selection using the Olley-Pakes method.
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on output prices, causing revenue productivity (TFPR) to be systematically different than physical

productivity (TFPQ). The quantity data helps us to control for the output price dispersion if we

can observe firms’ input usage. Unfortunately, like in most other production survey datasets, we do

not have information on the amount (in quantities) of each input used for production. However, we

do observe the total expenditure on materials, denoted by m̃it. Letting pMit be the log of material

prices, we immediately have:

mit = m̃it − pMit. (24)

If we use the industry-level material price index pMjt to deflate material expenditures, the material

input used in the production function can be written as:

m̄it = m̃it − pMjt. (25)

Plugging (25) into (24), we can express the quantity of materials as:

mit = m̄it + pMjt − pMit.

Therefore, we can rewrite the production function as:

qit = αkit + βlit + γm̄it + ω∗it + εit, (26)

where:

ω∗it = ωit + γ(pMjt − pMit).

This implies that the productivity obtained will contain information on input prices: pMjt − pMit.

This input price bias can potentially create misleading results about the productivity differences

for different types of exporters, especially if this input price is also correlated with export mode.

This is of particular concern because processing exporters can use imported materials duty-free (as

long as the output that uses these materials is exported).

The existing literature has also documented the necessity of controlling for input prices in

estimating production functions (Ornaghi, 2006). Taking advantage of the quantity and revenue

data, we control for the firm’s input price using its output price. The underlying assumption is

that the output price contains information on the firm’s input price within a narrowly defined

product category. Specifically, denoting pit as the output price, the input price is assumed to be a

non-parametric function of pit and other firm characteristics:

pMit = f(pit,Xit). (27)

This allows us to express physical material input as:

mit = m̃it − f(pit,Xit).
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Thus, the production function we estimate is given by:

qit = αkit + βlit + γm̃it + γf(pit,Xit) + ωit + εit. (28)

In our estimations, we use sales and quantity data to construct output price in the following

way:

pit = log

(
Rit
Qit

)
, (29)

where Rit and Qit are firm i’s sales in values and quantities respectively in year t. We follow

the Olley-Pakes methodology except that in the first-stage estimation, in addition to kit, lit, and

m̃it, we add polynomials of logged output prices to control for material prices. We also control

for firm exit as a function of polynomials of capital stock, investment, and year dummies. This

allows us to address the potential selection bias caused by less productive firms exiting the sample.

To account for heterogeneity in production technology, we perform the estimation product by

product.48 Once we estimate the production function coefficients, we then compute our physical

productivity (TFPQ) estimates, which are used in the regressions in Table 2.

48The production function estimation results are available upon request.
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Table B.1: Products in the Estimation Sample

Product code Product name Obs.

01567 Rice 3,777

01623 Wheat flour 6,373

01765 Refined edible vegetable oil 5,039

01994 Fresh, frozen meat 2,493

02079 Aquatic products 2,311

02305 Mixed feed 8,797

02517 Cans 2,227

03796 Yarn 9,675

04166 Printed and dyed cloth 4,206

05036 Silk 2,802

05098 Silk products 4,096

05883 Light leather 2,032

05901 Leather shoes 7,322

06982 Machine made paper 2,865

07307 Machine made cardboard 2,437

07432 Paper products 4,198

08364 Toys 2,333

13989 Paint 2,672

16866 Chemical raw material 2,723

20122 Chinese-patented drugs 5,280

21696 Plastic products 16,323

22108 Cement 4,477

22559 Folded standard brick 2,432

23245 Glass products 3,045

23325 Ceramics 3,922

23936 Refractory products 2,437

26035 Pig iron 3,775

26719 Ferroalloy 2,949

27092 Copper (copper processed material) 3,027

28677 Aluminum 2,128

31438 Stainless steel products 2,608

31872 Pump (liquid pump) 3,025

31969 Bearings 2,868

32426 Casting 3,974

41305 Power supply cable 2,052

44497 Sub-assemblies & parts 3,132

Notes: This table lists the 36 products used in our TFPQ estimation. This
set is a subsample of the 693 manufacturing products in the dataset, selected
according to the criteria described in Appendix Section B. The English product
specifications are translated from http://www.i5a6.com/hscode/.
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C Theory Appendix

C.1 Comparative Statics for Blueprint Producers

Comparative statics for zj and A It is easy to show that the second-order condition of the

optimization problem requires that θ > σ − 1. Recall that optimal cut-off for sourcing is:

t (zj , tj) =
θf

σ − 1

(
Ak1z

σ−1
j

)−1
Θ(zj , tj)

1−σ−1
θ . (30)

Since A and zσ−1
j enter the expression of t multiplicatively, they should affect other choice variables

similarly. To save space, we only show the comparative statics for zj . For clarity, we denote

Θj ≡ Θ (zj , tj) and tj ≡ t
(
zj , tj

)
. Taking the derivative of t

(
zj , tj

)
with respect to zj , we obtain:

∂tj
∂zj

=
θf

(σ − 1)Ak1

(1− σ) z−σj Θj
1−σ−1

θ + z1−σ
j

∂Θ
1−σ−1

θ
j

∂zj

 , (31)

where:

∂Θ
1−σ−1

θ
j

∂zj
=

(
1− σ − 1

θ

)
Θ
−σ−1

θ
j

∂Θj

∂tj

∂tj
∂zj

.

Now suppose
∂tj
∂zj

> 0, then the right-hand side of Equation (31) will be negative because
∂Θj
∂tj

< 0

and θ > σ − 1. This leads to a contradiction, which implies that
∂tj
∂zj

< 0. Note that n (zj , tj) =

N
∫ t̄
tj
dGt (ι), and thus ∂n

∂tj
< 0. By the chain rule, we have:

∂n (zj , tj)

∂zj
=
∂n (zj , tj)

∂tj

∂tj
∂zj

> 0. (32)

Our model implies that the share of tasks outsourced by firm j, o (zj , tj), is given by:

o (zj , tj) = 1− tj
Θj
. (33)

It immediately follows that:

∂o (zj , tj)

∂zj
∝ ∂Θj

∂zj
=
∂Θj

∂tj

∂tj
∂zj

> 0.

Lastly, the unit cost is expressed as:

c (zj , tj) =
Θ
− 1
θ

j γ
1

1−ρ

zj
. (34)

Note that Θ
− 1
θ

j is decreasing in zj since
∂Θ
− 1
θ

j

∂zj
∝ −∂Θj

∂tj

∂tj
∂zj

< 0 and z−1
j is also decreasing in zj .

This implies that
∂c(zj , tj)
∂zj

< 0.

51



Comparative statics for tj Taking the derivative of Equation (30) with respect to tj , we get:

∂tj
∂tj
∝
(

1− σ − 1

θ

)
∂Θj

∂tj
. (35)

Recall that Θj = tj +N
∫ t̄
tj
ιdGt (ι), which implies:

∂Θj

∂tj
= 1−Ntjgt

(
tj
) ∂tj
∂tj

.

If
∂tj
∂tj
≤ 0, we must have that

∂Θj
∂tj

> 0. By (35), this in turn implies that
∂tj
∂tj

> 0, which is a

contradiction. Therefore it has to be the case that
∂tj
∂tj

> 0. Using the expression of n (zj , tj) and

applying the chain rule, we have:

∂n (zj , tj)

∂tj
=
∂n (zj , tj)

∂tj

∂tj
∂tj

< 0. (36)

From (33), we know that
∂o(zj , tj)

∂tj
= − 1

Θj
+

tj
Θ2
j

∂Θj
∂tj

. Since
∂Θj
∂tj

=
∂Θj
∂tj

∂∂tj
∂tj

< 0, it follows that

∂o(zj , tj)
∂tj

< 0. Using the expression for the unit cost as defined in (34), we know that
∂c(zj , tj)
∂tj

∝

−∂Θj
∂tj
∝ −∂tj

∂tj
< 0.

Comparative statics for N Taking the derivative of Equation (30) with respect to N , we obtain:

∂tj
∂N

=
θf

σ − 1

(
Ak1z

σ−1
j

)−1
(

1− σ − 1

θ

)
Θ
−σ−1

θ
j

∂Θj

∂N
. (37)

From the expression of Θj , we obtain:

∂Θj

∂N
=

(∫ t̄

tj

ιdGt (ι)−Ntjgt
(
tj
) ∂tj
∂N

)
. (38)

Now suppose that ∂tj/∂N ≤ 0, then expression (38) implies that ∂Θj/∂N > 0. By (37), this in

turn means that ∂tj/∂N > 0, which is a contradiction. Therefore, ∂tj/∂N has to be positive. This

also implies that ∂Θj/∂N > 0 by inspection of (37). After some algebra, one can show that:

∂tj
∂N

=
(1− σ−1

θ )
tj
Θj

∫ t̄
tj
ιdGt(ι)

1 + (1− σ−1
θ )Ntjgt(tj)

tj
Θj

.

Taking the derivative of n with respect to N , we have:

∂n

∂N
=

∫ t̄

tj

dGt (ι)−Ngt
(
tj
) ∂tj
∂N

=

∫ t̄
tj
dGt +N(1− σ−1

θ )
tj
Θj

∫ t̄
tj

(tj − ι)dGt(ι)

1 + (1− σ−1
θ )Ntjgt(tj)

tj
Θj

. (39)

Inspecting the right-hand side, the first term is positive and the second term is negative. As a
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result, ∂n (zj , tj) /∂N can either be positive or negative. By expression (33), we have:

∂o

∂N
∝ ∂Θj

∂N
> 0.

Lastly, the change in unit cost with respect to N is:

∂c (zj , tj)

∂N
∝ −∂Θj

∂N
< 0.

C.2 Comparative Statics for Task Producers

Now we consider two task producers denoted by i and i′. For any given blueprint producer j, its

purchase of tasks from i and i′ are xij and xi′j , respectively. Without loss of generality, we assume

that j has established business relations with both suppliers, i.e., min {Ti, Ti′} ≥ t (zj , tj). In this

case, recall that the bilateral trade between two firms is given by:

xij = λijxj =
Ti
Θj
xj , (40)

xi′j = λi′jxj =
Ti′

Θj
xj . (41)

This implies that xi′j > xij . Since Ωi represents the set of firms that source from i, we can express

it as:

Ωi =
{
j| tj ≤ Ti

}
.

When Ti < Ti′ , for any j ∈ Ωi, tj ≤ Ti < Ti′ , which implies that j ∈ Ωi′ . This indicates that

Ωi ⊆ Ωi′ . Because tj is a continuous and monotone function with respect to zj or tj , and there

is a continuum of firms, there exists a j′ such that Ti < T ∗j′ < Ti′ . Therefore Ωi ⊂ Ωi′ . Lastly,

note that profits of the task producer is given by πT (Ti) = 1
1+θ

∑
j∈Ωi

xij , and thus πT (Ti) <
1

1+θ

∑
j∈Ωi

xi′j <
1

1+θ

∑
j∈Ωi′

xi′j = πT (Ti′).

C.3 Proof of Uniqueness

We decompose the proof of uniqueness into two parts. In the first part, we show that the aggregate

price index is increasing in N . In the second part, we prove that FE curve is increasing in N .

Part I: P (N) is decreasing in N .

We prove that P (N) is decreasing in N by contradiction. Recall that the aggregate price index

is:

P = N
1

1−σ

[∫ z̄

z

∫ t̄

Ξ(ζ)
pB(c(ζ, ι))1−σdGt(ι)dGz(ζ)

] 1
1−σ

. (42)

Consider N ′ > N and P ′ ≥ P . As we showed in the comparative statics,
∂cj
∂N < 0,

∂cj
∂P < 0, and

hence p′j < pj . As vj increases in P and decreases in pj , v
′
j > vj ≥ 0 for any firm j active in
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blueprint production at the old equilibrium. Therefore:

P ′ < N ′
1

1−σ

[∫ z̄

z

∫ t̄

Ξ(ζ)
p′B(c(ζ, ι))1−σdGt(ι)dGz(ζ)

] 1
1−σ

< N
1

1−σ

[∫ z̄

z

∫ t̄

Ξ(ζ)
pB(c(ζ, ι))1−σdGt(ι)dGz(ζ)

] 1
1−σ

= P,

which contradicts P ′ ≥ P . Hence it must be that P ′ < P , which concludes the proof.

Part II: FE curve is upward sloping.

Let FFE(P,N) =
∫ z̄
z
∫ t̄

Ξ(ζ) v
B(ζ, ι)dGt(ι)dGz(ζ) +

∫ t̄
T πT (ι)dGt(ι)− δfE . The proof proceeds in

three steps.

Step 1: ∂FFE
∂P > 0. Note that

∫ t̄
T πT (ι)dGt(ι) = (σ−1)βL

Nσ(θ+1) . Applying the Leibniz rule,

∂FFE
∂P

=

∫ z̄

z

∫ t̄

Ξ(ζ)

∂vB(ζ, ι)

∂P
dGt(ι)dGz(ζ)

−
∫ t̄

Ξ(z)
gz(z)vB(z, ι)

∂z

∂P
dGt(ι)−

∫ z̄

z
gt(Ξ(ζ))vB(ζ,Ξ(ζ))

∂Ξ(ζ)

∂P
(ι)dGz(ζ) .

As vB(ζ,Ξ(ζ)) = 0, Ξ(z) = t̄, the last two terms of above equation are zero; hence:

∂FFE
∂P

=

∫ z̄

z

∫ t̄

Ξ(ζ)

∂vB(ζ, ι)

∂P
dGt(ι)dGz(ζ).

By the envelope theorem, we know that ∂vB

∂P = (σ − 1)v
B

P ≥ 0, which holds with equality when

v = 0. Hence:

∂FFE
∂P

=

∫ z̄

z

∫ t̄

Ξ(ζ)
(σ − 1)

vB

P
dGt(ι)dGz(ζ) > 0.

Step 2: ∂FFE
∂N < 0. Applying the Leibniz rule, we get:

∂FFE
∂N

=

∫ z̄

z

∫ t̄

Ξ(ζ)

∂vB(ζ, ι)

∂N
dGt(ι)dGz(ζ)− (σ − 1)βL

N2σ(θ + 1)
.

By the envelope theorem:

∂vB

∂N
=
σ − 1

θ
πB

Θ− t
Θ

1

N
− fn

N

=
σ − 1

θ

πB

Θ

∫ t̄

t
ιdGt(ι)− f

∫ t̄

t
dGt(ι),
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and thus we get:

∂FFE
∂N

=

∫ z̄

z

∫ t̄

Ξ(ζ)

(
σ − 1

θ
πB

Θ− t
Θ

1

N

)
dGt(ι)dGz(ζ)

−
∫ z̄

z

∫ t̄

Ξ(ζ)

fn

N
dGt(ι)dGz(ζ)− (σ − 1)βL

N2σ(θ + 1)
. (43)

Because N
∫ z̄
z
∫ t̄

Ξ(ζ) π
BdGt(ι)dGz(ζ) = βL

σ , equation (43) can then be simplified to:

∂FFE
∂N

=
σ − 1

Nθ

(∫ z̄

z

∫ t̄

Ξ(ζ)

(
1

θ + 1
πB − tπB

Θ
− θ

σ − 1
fn

)
dGt(ι)dGz(ζ)

)
.

Given that tj = f
(
Ak1z

σ−1
j

)−1
Θ(zj , tj)

1−σ−1
θ

θ

σ − 1
, we can express f as a function of πBj and tj :

f = tj
πBj
Θj

σ − 1

θ
.

Hence we can show that 1
θ+1π

B − tπB

Θ −
θ

σ−1fn = πB

Θ

(
Θ
θ+1 − t− nt

)
.

Now focus on Θ
θ+1 − t− nt. Taking the partial derivative with respect to t, we get:

∂( Θ
θ+1 − t− nt)

∂t
=

θ

θ + 1
Ntgt(t)−N

∫ t̄

t
gt(ι)dι. (44)

Furthermore:

∂2( Θ
θ+1 − t− nt)

∂t2 =
θ

θ + 1
Ntg′t(t) +

θ

θ + 1
Ngt(t) +Ngt(t). (45)

Recall that ιg′t(ι) + gt(ι) > 0, and hence
∂2( Θ

θ+1
−t−nt)

∂t2 > 0. Therefore,
∂( Θ
θ+1
−t−nt)

∂t reaches its

maximum when t = t̄. As
∂( Θ
θ+1
−t−nt)

∂t approaches zero when t approaches t̄, we have
∂( Θ
θ+1
−t−nt)

∂t ≤
0. In other words, Θ

θ+1 − t − nt reaches its highest value when t reaches its lowest. Recall that

in equilibrium, the least productive suppliers are reached by firms with the best blueprint quality

and the ‘worst’ manufacturing ability, i.e., i = {z̄,Ξ(z̄)}. At the same time, vB(z̄,Ξ(z̄)) = 0, which

implies that:

fni = πBi . (46)

Optimal sourcing condition implies that:

f = ti
πBi
Θi

σ − 1

θ
. (47)
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Equations (46) and (47) together imply that niti = Θi
θ

σ−1 . Therefore:

Θ

θ + 1
− t− nt ≤ Θi

θi + 1
− ti − niti <

Θi

θi + 1
− niti <

Θi

θi + 1
− Θiθ

σ − 1
< 0. (48)

As a result, 1
θ+1π

B − tπB

Θ −
θ

σ−1fn < 0, and hence ∂F
∂N < 0. As ∂F

∂P > 0 and ∂F
∂N < 0, it is immediate

that the FE curve is upward sloping:

∂P (N)

∂N
= −∂FFE/∂N

∂FFE/∂P
> 0.

C.4 Proofs of Ranks

Proof of GMix(t) FSD GPP (t).

We first write down the cumulative distribution functions of mixed and processing exporters:

FMix(t < t′) =

∫ t′
TX

∫ z̄
Ξ−1
X (ι) dGz(ζ)dGt(ι)∫ t̄

TX

∫ z̄
Ξ−1
X (ι) dGz(ζ)dGt(ι)

, FPP (t < t′) =

∫ t′
TX

∫ Ξ−1
X (ι)

z dGz(ζ)dGt(ι)∫ t̄
TX

∫ Ξ−1
X (ι)

z dGz(ζ)dGt(ι)
.

Proving FMix(t < t′) < FPP (t < t′) for any t′ > TX is equivalent to proving:

∫ t′
TX

∫ z̄
Ξ−1
X (ι) dGz(ζ)dGt(ι)∫ t̄

TX

∫ z̄
Ξ−1
X (ι) dGz(ζ)dGt(ι)

<

∫ t′
TX

∫ Ξ−1
X (ι)

z dGz(ζ)dGt(ι)∫ t̄
TX

∫ Ξ−1
X (ι)

z dGz(ζ)dGt(ι)
,

which, after some algebra, is equivalent to:∫ t′
TX

∫ z̄
Ξ−1
X (ι) dGz(ζ)dGt(ι)∫ t̄

TX

∫ z̄
Ξ−1
X (ι) dGz(ζ)dGt(ι)

−

∫ t′
TX

dGt(ι)∫ t̄
TX

dGt(ι)
< 0.

The left-hand side of above expression equals zero when t′ = t̄. Hence for the inequality to hold, it

is sufficient to prove that

∫ t′
TX

∫ z̄
Ξ−1
X

(ι)
dGz(ζ)dGt(ι)∫ t′

TX
dGt(ι)

is increasing in t. Taking a partial derivative with

respect to t′, we get:

∂

∫ t′
TX

∫ z̄
Ξ−1
X

(ι)
dGz(ζ)dGt(ι)∫ t′

TX
dGt(ι)

∂t′
=

gt(t
′)

(
∫ t′
TX

dGt(ι))2

∫ z̄

Ξ−1
X (t′)

dGz(ζ)

∫ t′

TX

dGt(ι)

− gt(t
′)

(
∫ t′
TX

dGt(ι))2

∫ t′

TX

∫ z̄

Ξ−1
X (ι)

dGz(ζ)dGt(ι)

∝
∫ z̄

Ξ−1
X (t′)

dGz(ζ)

∫ t′

TX

dGt(ι)−
∫ t′

TX

∫ z̄

Ξ−1
X (ι)

dGz(ζ)dGt(ι).
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Note that as Ξ−1
X (t) is decreasing in t, Ξ−1

X (t′) is smaller than any Ξ−1
X (ι) with ι ∈ (TX , t

′). Hence,∫ z̄
Ξ−1
X (t′) dGz(ζ) >

∫ z̄
Ξ−1
X (ι) dGz(ζ) for ι ∈ (TX , t

′):

∫ z̄

Ξ−1
X (t′)

dGz(ζ)

∫ t′

TX

dGt(ι)−
∫ t′

TX

∫ z̄

Ξ−1
X (ι)

dGz(ζ)dGt(ι)

=

∫ t′

TX

(∫ z̄

Ξ−1
X (t′)

dGz(ζ)−
∫ z̄

Ξ−1
X (ι)

dGz(ζ)

)
dGt(ι) > 0.

Thus, ∂

∫ t′
TX

∫ z̄
Ξ−1
X

(ι)
dGz(ζ)dGt(ι)∫ t′

TX
dGt(ι)

/∂t′ > 0, which concludes the proof.

Proof of GMix(z) FSD GPP (z).

Denote z1 ≡ Ξ−1
X (t̄), z2 ≡ Ξ−1

X (TX). If z′ < z1, then FMix(z < z′) = 0, FPP (z < z′) > 0; if

z′ ≥ z2, then FMix(z < z′) < 1, FPP (z < z′) = 1. In these two cases, FMix(z < z′) < FPP (z < z′)

always holds. When z′ ∈ [z1, z2), we have:

FMix(z < z′) =

∫ z′
z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ)∫ z2

z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ) + (1−Gt(TX))(1−Gz(z2))

<

∫ z′
z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ)∫ z2

z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ)

,

FPP (z < z′) =

∫ z′
z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ) + (1−Gt(TX))Gz(z1)∫ z2

z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ) + (1−Gt(TX))Gz(z1)

>

∫ z′
z1

∫ ΞX(ζ)

TX

dGt(ι)dGz(ζ)∫ z2
z1

∫ ΞX(ζ)

TX

dGt(ι)dGz(ζ)
.

As ΞX(z) is decreasing in z, the proof for GMix(t) FSD GPP (t) applies here as well. Therefore, we

have:

FMix(z < z′) <

∫ z′
z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ)∫ z2

z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ)

<

∫ z′
z1

∫ ΞX(ζ)

TX

dGt(ι)dGz(ζ)∫ z2
z1

∫ ΞX(ζ)

TX

dGt(ι)dGz(ζ)
< FPP (z < z′),

when z′ ∈ [z1, z2). This concludes the proof.

Proof of GPO(z) FSD GMix(z).

When z′ ∈ [z1, z2), FPO(z < z′) = 0, FMix(z < z′) > 0, and hence FPO(z < z′) < FMix(z < z′)

holds. When z′ ≥ z2, we have:

FMix(z < z′) =

∫ z2
z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ) + (1−Gt(T))

∫ z′
z2
dGz(ζ)∫ z2

z1

∫ t̄
ΞX(ζ) dGt(ι)dGz(ζ) + (1−Gt(TX))(1−Gz(z2))

>
(1−Gt(TX))

∫ z′
z2
dGz(ζ)

(1−Gt(TX))(1−Gz(z2))
=

∫ z′
z2
dGz(ζ)

1−Gz(z2)
.
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Similarly, one can show that when z′ ≥ z2:

FPO(z < z′) =

∫ z′
z2

∫TX

ΞX(ζ) dGt(ι)dGz(ζ)∫ z̄
z2

∫TX

ΞX(ζ) dGt(ι)dGz(ζ)
<

∫ z′
z2
dGz(ζ)

1−Gz(z2)
.

Therefore, FMix(z < z′) > FPO(z < z′), i.e., GPO(z) FSD GMix(z).

Labor Productivity. The labor productivity of firm j is given by:

LPj =
vBj
lj

+ (1 +
1

θ
).

Note that:

∂lnvBj
∂lnzj

= (σ − 1)
πBj

vBj
> σ − 1, (49)

∂lnlBj
∂lnzj

=
(σ−1

θ − 1)(σ − 1)Mj

1 + (1− σ−1
θ )Mj

+ (σ − 1) =
σ − 1

1 + (1− σ−1
θ )Mj

< σ − 1, (50)

where Mj ≡ Ntjgt(tj)
tj
Θ . Hence

vBj
lBj

increases in zj . As the labor used for producing tasks for other

firms does not change with z, it immediately follows that
vBj
lj

is increasing in zj as well. Similarly,

it is easy to verify that:

∂lnvBj
∂lntj

=
(σ − 1)tjπ

B
j

θvBj Θj
, (51)

∂lnlBj
∂lntj

= 1−
(1− σ−1

θ )tj

Θj

1

1 + (1− σ−1
θ )Mj

. (52)

Hence, we have:

∂lnvBj
∂lntj

−
∂ln(lBj )

∂lntj
=

(σ − 1)tjπ
B
j

θvBj Θj
+

(1− σ−1
θ )tj

Θj

1

1 + (1− σ−1
θ )Mj

− 1

=
tj
Θj

(
(σ − 1)πBj

θvBj
+

(1− σ−1
θ )

1 + (1− σ−1
θ )Mj

)
− 1

>
tj
Θj

(σ − 1)πBj

θvBj
− 1 =

(σ − 1)lBj

θvBj
− 1.

Thus for
vBj
lBj

to increase in tj , it is necessary that
lBj
vBj

> θ
σ−1 . This can happen if the fixed cost of

exporting is sufficiently high, so that the production employment is much larger than profits even
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for firms with the best manufacturing ability. If, at the same time, when t increases, the increase

in production workers due to the increased task supply is not high enough to completely offset the

increase in
vBj
lBj

, then
vBj
lj

will increase in t.

C.5 Proof of Proposition 2

Define changes due to a reduction of τT in N and P as dN and dP , respectively. By the envelope

theorem, the change in profits from final good production for firm j, dvBj , equals:

dvBj =
∂vBj
∂N

dN +
∂vBj
∂P

dP =
σ − 1

θ

πBj
Θj

∂Θj

∂N
dN − f ∂nj

∂N
dN + (σ − 1)πBj

dP

P
.

Recall that when firms optimize their sourcing decisions, we have that f = tj
πBj
Θj

σ−1
θ . Hence, we

can rewrite dvBj as:

dvBj =
σ − 1

θ

πBj
Θj

∂Θj

∂N
dN − tj

πBj
Θj

σ − 1

θ

∂n

∂N
dN + (σ − 1)πBj

dP

P

∝ 1

Θj
N
∂Θj

∂N
N − 1

Θj
tj
∂n

∂N
+ θ

∂dlnP

∂dlnN
. (53)

With international trade, the expression of Θj is the following:

Θj = tj + (N +N∗)

∫ t̄

tj
ιdĜt(ι),

where Ĝt(ι) = N
N+N∗Gt(ι) + N∗

N+N∗G
∗
t (ιτ

∗
T
θ). After some algebra, one can show that:

∂Θj

∂N
=

∫ t̄

tj
ιdGt(ι),

∂n

∂N
=

∫ t̄

tj
dGt(ι).

Plugging the above two equations into (53), we get:

dvBj =
σ − 1

θ
πBj

N ∫ t̄tj (ι− tj)dGt(ι)

Θj
+ θ

∂dlnP

∂dlnN

 . (54)

Let Fdv ≡
N

∫ t̄
tj

(ι−tj)dGt(ι)

Θj
. We now have:

∂Fdv
∂tj

=
N

Θ2
j

∫ t̄

tj
(−1)dGt(ι)

∂tj
∂tj

Θj −
N

Θ2
j

∂Θj

∂tj

∫ t̄

tj
(ι− tj)dGt(ι).

Recall that:
∂πBj
∂tj

=
(σ − 1)πBj

θΘj

1

1 + (1− σ−1
θ )Mj

.

59



Therefore:

∂dvBj
∂tj

∝
(σ − 1)πBj

θΘj

1

1 + (1− σ−1
θ )Mj

(Fdv + θ
∂dlnP

∂dlnN
) + πBj

∂Fdv
∂tj

<
πBj
Θj

1

1 + (1− σ−1
θ )Mj

Fdv + πBj
∂Fdv
∂tj

∝ 1

Θj

1

1 + (1− σ−1
θ )Mj

Fdv +
∂Fdv
∂tj

.

As
∂tj
∂tj

> 0 and
∂Θj
∂tj

> 0, the following inequality holds:

1

Θj

1

1 + (1− σ−1
θ )Mj

Fdv +
∂Fdv
∂tj

=
N

Θ2
j

∫ t̄
tj

(ι− tj)dGt(ι)

1 + (1− σ−1
θ )Mj

+
∂Fdv
∂tj

<
N

Θ2
j

∫ t̄
tj

(ι− tj)dGt(ι)

1 + (1− σ−1
θ )Mj

− N

Θ2
j

∂Θj

∂tj

∫ t̄

tj
(ι− tj)dGt(ι)

∝ 1

1 + (1− σ−1
θ )Mj

− ∂Θj

∂tj
= 0. (55)

This concludes the proof that
∂dvBj
∂tj

< 0. Similarly, taking the partial derivative of Fdv with respect

to zj yields:

∂Fdv
∂zj

=
N

Θ2
j

∫ t̄

tj
(−1)dGt(ι)

∂tj
∂zj

Θj −
N

Θ2
j

∂Θj

∂zj

∫ t̄

tj
(ι− tj)dGt(ι).

Note that
∂Θj
∂zj

=
∂Θj
∂tj

∂tj
∂zj

. As
∂tj
∂zj

< 0, we have:

∂dvBj
∂zj

∝
(σ − 1)πBj

θΘj
(−∂Θj

∂tj
)(Fdv + θ

∂dlnP

∂dlnN
) +

πBj N

Θ2
j

(∫ t̄

tj
dGt(ι)Θj +

∂Θj

∂tj

∫ t̄

tj
(ι− tj)dGt(ι)

)

∝ (1− (σ − 1)

θ
)
∂Θj

∂tj
Fdv +

∂Θj

∂tj

(
−(σ − 1)∂dlnP

∂dlnN

)
+N

∫ t̄

tj
dGt(ι).

Denoting 1− (σ−1)
θ ≡ ∆1 ∈ (0, 1),

(
− (σ−1)∂dlnP

∂dlnN

)
≡ ∆2 > 0, we simplify the above expression to:

∂dvBj
∂zj

∝
∫ t̄

tj
dGt(ι) + ∆1

∂Θj

Θj∂tj

∫ t̄

tj
(ι− tj)dGt(ι) +

∆2∂Θj

N∂tj
≡ fdv.

Note that given −tg′t(t) < gt(t), we have
∂2Θj

∂t2
j

< 0. Thus:

∂fdv
∂tj

= −gt(tj) + ∆1
∂2Θj

Θj∂t2
j

∫ t̄

tj
(ι− tj)dGt(ι) + ∆1

∂Θj

Θj∂tj

∫ t̄

tj
(−1)dGt(ι)

+
∆2∂

2Θj

N∂t2
j

−∆1
1

Θ2
j

(
∂Θj

∂tj
)2

∫ t̄

tj
(ι− tj)dGt(ι). (56)
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Note that:

−gt(tj) + ∆1
∂Θj

Θj∂tj

∫ t̄

tj
(−1)dGt(ι) < −gt(tj) + ∆1

tjgt(tj)∫ t̄
tj
ιdGt(ι)

∫ t̄

tj
(1)dGt(ι)

= −gt(tj) + ∆1gt(tj)

∫ t̄
tj

tjdGt(ι)gt(tj)∫ t̄
tj
ιdGt(ι)

< 0,

while the rest of the terms on the right-hand side of (56) are all negative, and thus we have ∂fdv
∂tj

< 0.

As limt=t̄ fdv(t) = 0, we know that
∂dvBj
∂zj

> 0 when tj 6= t̄. Hence dvj is increasing in zj .

C.6 Proof of Corollary 1

We decompose the proof of Corollary 1 into two parts. In the first part, we show that conditional

on employment, firms’ labor productivity increases as z increases. In the second part, we prove

that conditional on employment, we get
∂2vBj

∂τT ∂LPj
> 0.

Part I: Conditional on employment, firms’ labor productivity increases as z increases.

Given (49), (50), (51), and (52), we calculate how z and t change along the iso-lB and iso-vB

curves. Along the iso-lB curve, we have:

∂lntj
∂lnzj

| lB = − σ − 1

1 + ∆1Mj − ∆1tj
Θj

< 0.

Along the iso-vB curve, we have:

∂lntj
∂lnzj

| vB = −θ1Θj

tj
< 0.

Therefore:

∂lntj
∂lnzj

| vB −
∂lntj
∂lnzj

| lB = −1 + ∆1Mj −∆1(σ − 1) + (σ − 1)

1 + ∆1Mj − ∆1tj
Θj

. (57)

Recall that ∆1 ≡ 1− (σ−1)
θ , hence (57) can be reduced to:

∂lntj
∂lnzj

| vB −
∂lntj
∂lnzj

| lB = −
1 + ∆1Mj + (σ−1)2

θ

1 + ∆1Mj − ∆1tj
Θj

< 0.

Denoting the number of production workers employed to produce tasks for other firms as lTj , we

know that
∂πTj
∂tj

> 0 from the comparative statics proof in Section C.2. Because of constant markups,

this in turn implies that
∂lTj
∂tj

> 0. Hence:
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∂lntj
∂lnzj

| l = −zj
tj

∂lBj
∂z

∂lBj
∂tj

+
∂lTj
∂tj

> − tj
zj

∂lBj
∂tj

∂lBj
∂z

≡ ∂lnzj
∂lntj

| lB. (58)

Therefore,
∂lntj
∂lnzj

| vB − ∂lntj
∂lnzj

| l < 0 holds as well. This in turn implies that holding employment

constant, with the increase in z, vB must increase, since:

∂vBj
∂zj

| l =
∂vBj
∂zj

+
∂vBj
∂tj

∂tj
∂zj
| l ∝ − ∂lntj

∂lnzj
| vB +

∂lntj
∂lnzj

| l > 0.

Recall that the labor productivity of firm j is given by:

LPj =
vBj
lj

+ (1 +
1

θ
).

Holding lj constant, LPj is positively associated with vBj . Therefore, conditional on employment,

firms’ labor productivity increases as z increases.

Part II:
∂2vBj

∂τT ∂LPj
| l > 0. Consider two firms j and j′ with the same employment, but LPj > LPj′ .

From Part I, we know that zj > zj′ must hold. Moreover, given (58), it is easy to verify that
∂lntj
∂lnzj

| l < 0. Therefore, we have tj < tj′ . Recall that in Section C.5 we proved Proposition 2

and showed that
∂2vBj
∂τT ∂zj

> 0 and
∂2vBj
∂τT ∂tj

< 0. Hence, it immediately follows that
∂vBj
∂τT

>
∂vB
j′

∂τT
. This

concludes the proof that
∂2vBj

∂τT ∂LPj
| l > 0.
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