DISCUSSION PAPER SERIES

DP13843

"WHEN OLSON MEETS DAHL": FROM
INEFFICIENT GROUPS FORMATION TO
INEFFICIENT POLICY-MAKING

David Martimort

INDUSTRIAL ORGANIZATION AND
PUBLIC ECONOMICS




ISSN 0265-8003

"WHEN OLSON MEETS DAHL": FROM
INEFFICIENT GROUPS FORMATION TO
INEFFICIENT POLICY-MAKING

David Martimort

Discussion Paper DP13843
Published 06 July 2019
Submitted 11 June 2019

Centre for Economic Policy Research
33 Great Sutton Street, London EC1V 0DX, UK
Tel: +44 (0)20 7183 8801
WWW.Cepr.org

This Discussion Paper is issued under the auspices of the Centre’s research programme in
INDUSTRIAL ORGANIZATION AND PUBLIC ECONOMICS. Any opinions expressed here are
those of the author(s) and not those of the Centre for Economic Policy Research. Research
disseminated by CEPR may include views on policy, but the Centre itself takes no institutional
policy positions.

The Centre for Economic Policy Research was established in 1983 as an educational charity, to
promote independent analysis and public discussion of open economies and the relations among
them. It is pluralist and non-partisan, bringing economic research to bear on the analysis of
medium- and long-run policy questions.

These Discussion Papers often represent preliminary or incomplete work, circulated to

encourage discussion and comment. Citation and use of such a paper should take account of its
provisional character.

Copyright: David Martimort



"WHEN OLSON MEETS DAHL": FROM INEFFICIENT
GROUPS FORMATION TO INEFFICIENT POLICY-
MAKING

Abstract

Two conflicting interest groups buy favors from a policy-maker. Influence is modeled as a common
agency game with lobbyists proposing monetary contributions contingent on decisions. When the
preferences of the group members are common knowledge, groups form efficiently and lobbying
competition perfectly aggregates preferences. When those preferences are instead private
information, free riding in collective action arises within groups. Free riding implies that the
influence of a group is weakened and that lobbying competition imperfectly aggregates
preferences. By softening lobbying competition, private information might also increase groups'
payoffs and hurt the policy-maker. Importantly, the magnitudes of informational frictions within
each group are jointly determined at equilibrium. We draw from these findings a number of
implications for the organization of interest groups.

JEL Classification: N/A
Keywords: N/A

David Martimort - david.martimort@psemail.eu
Paris School of Economics and CEPR



Working paper

“WHEN OLSON MEETS DAHL”: FROM INEFFICIENT GROUPS FORMATION TO
INEFFICIENT POLICY-MAKING

June 11, 2019

PERRIN LEFEBVRE AND DAVID MARTIMORT

ABSTRACT. Two conflicting interest groups buy favors from a policy-maker. Influence is mod-
eled as a common agency game with lobbyists proposing monetary contributions contingent
on decisions. When the preferences of the group members are common knowledge, groups
form efficiently and lobbying competition perfectly aggregates preferences. When those pref-
erences are instead private information, free riding in collective action arises within groups.
Free riding implies that the influence of a group is weakened and that lobbying competition
imperfectly aggregates preferences. By softening lobbying competition, private information
might also increase groups’ payoffs and hurt the policy-maker. Importantly, the magnitudes
of informational frictions within each group are jointly determined at equilibrium. We draw
from these findings a number of implications for the organization of interest groups.

KEYWORDS. Lobbying, Collective Action, Free Riding, Asymmetric Information, Common
Agency, Mechanism Design.

JEL cobpes. D72; D82.

'We thank Ingela Alger, Roland Benabou, Morten Bennedsen, Stefan Berhinger, Francis Bloch, Kim
Sau Chung, Julien Combe, Sidartha Gorton, Denis Gromb, Louise Guillouet, Humberto Moreira, Wilfried
Sand-Zantman, Aggey Semenov, Stéphane Straub, Nicolas Treich and especially Michel Le Breton for
useful suggestions and comments on this project. The comments of the Editor Sean Gailmard and two
referees were instrumental in improving this paper. We also thank participants to the 2014 LAMES held
in Sao Paulo, the 2016 ECODEC Conference at CREST-Paris, the 2016 Revue Economique Conference at
MSE-Paris, the 2017 NGO Conference at Paris School of Economics, the 2018 Mechanism and Institution
Design Conference in Durham, and the 2018 SIEP Conference in Padova, for comments. The usual
disclaimer applies.

aParis School of Economics,lefebvre.perrinOgmail.com.

PParis School of Economics-EHESS,david.martimort@parisschoolofeconomics.eu.

1



2 P. LEFEBVRE AND D. MARTIMORT

1. INTRODUCTION

MOTIVATION. The formation of interest groups, their competition in the political arena
and, more generally, their influence on policy-making are key concerns for students of
modern democracies. The role of lobbying as a vehicle for the representation of diverse
interests, and its impact on the democratic process, although unanimously recognized,
has nevertheless raised conflicting views among both political scientists and economists.

Following Dahl (1961)’s seminal work, the so called pluralistic approach to politics views
competition as a healthy way to aggregate preferences across diverse interest groups. Tak-
ing an optimistic stance, this view of politics argues that policy-making reaches the right
balance between the various interests who have a say in the decision. In the economics
literature, this approach, which certainly found its modern roots in the earlier works of
Peltzman (1976) and Becker (1983), is nowadays best exemplified by the so-called com-
mon agency model of lobbying competition proposed earlier by Bernheim and Whinston
(1986) and then pursued by Grossman and Helpman (1994) and others over a broad
range of settings.! Within this realm, interest groups influence a policy-maker through
monetary payments whose levels depend on the policy-maker’s decision. Importantly,
there always exist equilibria in which groups offer truthful schedules that perfectly reflect
their preferences over alternatives. When utility is transferable, the policy-maker ends up
choosing an efficient policy that maximizes the sum of his own payoff and those of all
active interest groups.” An immediate corollary is that free riding both within and across
groups does not arise at truthful equilibria; a somewhat unpalatable conclusion.?

In sharp contrast, Olson (1965) has viewed free riding as hindering the representation
of interests. Strongly organized groups buy favors while unorganized rivals are unable to
exert any influence. The major thrust of The Logic of Collective Action is that intra-group
free riding might prevent groups from promoting their interests. Free riding being more
of a curse as the size of the group increases, large latent groups might be dominated by
small and better organized groups; the so called Olson Paradoz.

While the pluralistic approach starts from the presumption that groups formation is
costless, the Olsonian view fails to recognize that inefficiencies in collective action are
to a large extent endogenous. Indeed, the stakes for forming as an active group depend
on whether other groups might also influence decision-making or not. This paper makes
progress in reconciling those two views by offering an integrated framework. To address
the free riding problem in collective action, we introduce asymmetric information on the
preferences of group members. Individuals shade their willingnesses to pay for a change
in policy to reduce their own contribution while still benefitting from their own group’s
action. In our framework, the stakes for groups formation are endogenously determined as
a result of the competition between lobbying groups in influencing the policy-maker. The
endogenous benefits of groups formation determine whether there are enough gains from
collectively acting to cover the informational cost that is needed to induce information

Noticeable contributions include Aidt (1996), Dixit, Grossman and Helpman (1997), Rama and
Tabellini (1998), Besley and Coate (2001) and Yu (2005).

2Throughout the paper, an efficient allocation is defined as being on the Pareto frontier of the set of
payoffs for the policy-maker and the interest groups. This definition thus implicitly assumes that this
policy-maker represents other non-organized interests in the polity.

3 Another albeit less immediate corollary is that games of voluntary contributions (Bergstrom et al.,
1986) entail inefficient free riding by arbitrarily restricting strategies to be non-contingent fixed payments.
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revelation within a group. In this context, we ask whether the political process still
efficiently aggregates preferences not only within but also across groups.

In this endeavor, we rely on two important bodies of theoretical work; namely mecha-
nism design and common agency. When taken separately, those models have been exten-
sively used to understand respectively groups formation and lobbying competition. Yet,
those two paradigms have evolved independently and have not offered the more compre-
hensive framework needed in political economy environments. Before being active, groups
must solve their own collective action problem. Asymmetric information on individual
preferences comes with transaction costs. Coasean bargaining among group members
might not be efficient. Analyzing such transaction costs calls for importing tools from
the mechanism design literature. Within each group, incentive mechanisms are designed
to ensure that members reveal their preferences. At the last stage of the game, interest
groups compete for the policy-maker’s influence; a standard common agency game.

MODEL AND MAIN RESULTS. Two interest groups with conflicting preferences over a
policy decision buy favors from a policy-maker. Within each group, individuals have
private information on their preferences. To be active, a group appoints a lobbyist so as
to exert pressure on the policy-maker. The group must also determine how its members
share their overall lobbying effort.

Aggregating preferences across conflicting groups. We demonstrate that groups with con-
flicting interests are ready to compensate the policy-maker for the exact impact that
their influence has on the rest of society. Contributions, endogenously determined at
the equilibrium of the common agency game, are thus Vickrey-Clarke-Groves (thereafter
VCG) payments.* One important property of such payments is that interest groups have
no incentives to manipulate their preferences for strategic purposes. The sole source of
distortions, if any, may thus come from solving the intra-group free riding problem.

Aggregating preferences within groups. Had preferences been common knowledge, the free
riding problem could be solved by having each individual contribute up to his willingness
to pay for the change in policy that the group’s action induces. Preferences would be
perfectly aggregated within each group. This efficient solution to the free riding prob-
lem together with the fact that the common agency stage of the game has a truthful
equilibrium implies that policy-making is necessarily efficient. The basic take-away of
this complete information scenario is that, if Olson is wrong and free riding in collective
action does not matter within groups, then Dahl is also right and lobbying competition
perfectly aggregates preferences across groups.

Asymmetric information radically changes the picture. Group members may now free
ride by shading their willingness to pay for a change in policy. As a result, information
can only be revealed if all those individuals garner some information rent. A group now
forms when the gains from influencing the policy-maker cover the overall information
rent left to its members: A key incentive-feasibility condition. This condition has far
reaching consequences. It links the size of contributions needed to influence the policy-
maker with the difficulty to learn information from group members. To illustrate, inducing
a significant policy shift calls for a greater contribution by the group but raising individual
contributions to do so might also exacerbate internal incentives to free ride.

4Green and Laffont (1977).
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Inefficient groups formation. To limit information rents, two sorts of distortions are re-
quired. First, free riding is less of a concern when the group’s overall contribution is
reduced. The policy-maker is now more inclined towards the status quo policy he chooses
under the sole influence of competing interests. Asymmetric information within groups
thus softens lobbying competition. It also hurts the policy-maker who can no longer ex-
tract as much by playing one group against the other. Asymmetric information offers a
new justification for the well documented low levels of monetary contributions in politics.”

Second, a group now expresses moderate preferences for modifying decision-making.
Following insights from the mechanism design literature (Myerson, 1981) willingnesses
to pay for a policy change are indeed replaced by wvirtual willingnesses to pay which
are of a lower magnitude. Aggregating virtual willingnesses within a group is akin to
adopting moderate preferences. When free riding is too much of a concern, a group
might even fail to get organized at all. Under those circumstances, Olson’s Paradoz finds
strong informational foundations: An interest group is no longer active if its own internal
informational problems are too costly to solve.

The role of the distribution of types. When the support of the distribution of preference
parameters contains a type who has no stake in policy-making, inefficiencies are pervasive
and (with an additional technical condition) might not even depend on the competing
group’s strategy. This result is best exemplified for large groups. Incentives to free ride
then culminate. Individuals would like to pretend having no stake so as to contribute
nothing while still enjoying the benefits of any collective action. Overall, zero contribution
can be collected and large groups lose any influence. A contrario, even large groups might
be active when the lowest possible type has a stake. This is not smallness per se that
facilitates group formation but the existence of a minimal stake for each individual.

Joint determination of informational frictions. Both the Chicago School (Stigler, 1971;
Posner, 1974) and the more recent New Regulatory Economics (Laffont and Tirole, 1991)
have taken as granted inefficiencies in collective action and analyzed their impact on
policy-making. The political science literature has taken a less extreme view and ar-
gued that those frictions depend on the political environment (Gray and Lowery, 1996).
To illustrate, when studying the formation of coalitions among already active lobbyists,
Holyoke (2009) shows that lobbyists with slightly divergent interests will be more likely
to get organized into a coalition when they face a tougher competition. Our results echo
those findings. Inefficiencies in group formation are completely captured by the shadow
costs of the incentive-feasibility conditions that pertain to those groups. Since the net
benefits of collective action for a given group depend on the status quo policy that would
have been chosen under the sole influence of its rival, these shadow costs are (in a sense
to be properly defined) best responses to each other. Informational frictions in collective
action are thus jointly determined at equilibrium. In sharp contrast with the complete
information scenario, inefficiencies within groups now percolate as inefficiencies in the
lobbying game. Under asymmetric information, Olson’s view is incomplete and free rid-
ing also depends on how competing groups solve their own organizational problem. Yet,
Dahl is also wrong and lobbying competition cannot efficiently aggregate preferences.

Towards an I.O. perspective on the formation of interest groups. That informational fric-
tions in the formation of groups are jointly determined at equilibrium suggests that groups

5 Ansolabehere et al. (2003).
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might also want to use various commitment devices to (indirectly) increase frictions for
their competitors and foster their own influence; an idea which is clearly reminiscent of a
huge 1.O. literature on business strategies (Fudenberg and Tirole, 1985; Bulow, Geanako-
plos and Klemperer, 1985). In this respect, we analyze under which circumstances strong
coalitions, those which are able to credibly share information, may worsen the free riding
problems faced by competing groups, and so doing limit entry in the political arena. More
generally, we also unveil how entry costs have not only an impact at the extensive margin,
banning entry by some rival groups, but also at the intensive margin. Competing groups,
even if they enter, now adopt more moderate stances since the need to cover entry costs
raises individual contributions and thus exacerbates their own free riding problem.

LITERATURE REVIEW. This paper blends together two bodies of literature. The first one
is the by now familiar common agency model of lobbying competition. The second body,
which is used to describe intra-group agreements, relies instead on a mechanism design
approach. We now discuss in more details how the paper borrows from those existing
models but also how it significantly departs from existing works.

Common agency. Following Bernheim and Whinston (1986) and Grossman and Helpman
(1994), the bulk of the common agency literature has taken as given the set of interest
groups that are supposed to be active. Given that groups offer truthful schedules that
perfectly reflect their preferences over alternatives, free riding does not arise either across
or within groups. Henceforth, the theory in its most basic form cannot truly distinguish
whether contributions are offered by individuals or by groups. Both scenarios would lead
to the same policy although the distributions of payoffs might differ. There is no reason
to form an interest group and influence by individuals alone suffices. On top, payoff
distributions play no role in the analysis, a particularly unpalatable conclusion since the
main purpose of political economy models should be to understand how these distributions
affect policy-making. Our approach avoids this hurdle. In our analysis, the distribution of
payoffs that comes out of the lobbying competition stage also determines informational
frictions within groups and thus how groups express their influence on policy.

To reconcile common agency models with Olson’s perspective and depict more realistic
environments, various ingredients have been appended. Following Mitra (1999, 2002), a
first line or research, mostly developed in specific contexts (in trade policy or for the or-
ganization of juridictions) has viewed entry into the lobbying game as a strategic decision
(Krishna and Mitra, 2005; Brou and Ruta, 2006; Laussel, 2006; Leaver and Makris, 2006;
Martimort and Semenov, 2007; Bombardini, 2008; Redoano, 2010). Free riding might oc-
cur when a player opts out while others contribute. Those models reach the unpalatable
conclusion that, whether other groups enter or not the political arena, the marginal in-
fluence of an active group only reflects its own preferences over alternatives. Our model
provides a richer set of results. The marginal influence of a group depends both on the
magnitude of the entry cost and the identity of other active groups.

Even when entry is costless and information is complete, Dixit and Olson (2000) and
Furusawa and Konishi (2011), have shown how free riding on the decision to belong to
a group might occur. The Coase Theorem might not always apply when participation is
strategic. Although we discuss how free riding in participation would modify our findings,
the main reason for inefficiency hereafter is that individuals are privately informed on
their willingnesses to pay and free ride by shading those willingnesses. This bounds any
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feasible agreement ruling a coalition to respect incentive compatibility. Finally, Felli and
Merlo (2006) have supposed that the decision-maker can commit to interact with some
groups; possibly leading to inefficient group representation.

A second line of research has instead studied repeated versions of the common agency
game. Equilibrium contributions must thus be self-enforcing as in the single lobbying
group models of Pecorino (2001), Damania and Fredriksson (2000, 2003), Damania,
Fredriksson and Osang (2004) and Magee (2002). Free riding comes from the fact that
payments no longer represent marginal contributions and some individuals may prefer
not to pay their own (equal) share of the overall contribution of the group. A possible
motivation for an equal-sharing rule is the impossibility to target individuals according
to their respective willingness to pay. This argument calls for putting information at the
forefront of the analysis as we do thereafter.

A recent trend of the common agency literature has viewed asymmetric information on
the policy-maker’s preferences as the vehicle for contracting frictions. That uninformed
interest groups have to give up informational rent to influence a privately informed policy-
maker might render lobbying competition inefficient (Le Breton and Salanié, 2003; Mar-
timort and Semenov, 2008; Martimort and Stole, 2015). Each interest group is willing
to extract information, thereby creating a contractual externality across groups. When
a group’s preferences significantly depart from those of the decision-maker, agency costs
might be so large that this group is inactive. In contrast, we consider that asymmetric
information is no longer on the supply side of the market for influence but rather on its
demand side, i.e., on the preferences of individuals. Those earlier papers are also silent on
the problem of group formation that is at the core of our analysis. They do not distinguish
between contributions made by individuals and contributions made by groups. Although
free riding across groups arises, free riding within groups is not a concern.

Moving away from the common agency paradigm, Esteban and Ray (2001) model po-
litical contests in the tradition of Tullock (1980). Contrary to us, groups are homogenous
and the cost of lobbying is exogenous. Properties of this cost then determine whether the
Olson’s Paradoz holds or not. Building informational foundations for the cost of lobbying
as we do thereafter shows the proper scope of this paradox.

Mechanism design. Private information on willingnesses to pay for a change in policy is a
key ingredient of our explicit modeling of the free riding problem. So doing, our analysis
echoes the earlier mechanism design literature for public good provision (Laffont and
Maskin, 1982; Mailath and Postlewaite, 1990; Ledyard and Palfrey, 1999; Hellwig, 2003).
With private information, a conflict between incentives, budget balance and participation
might preclude efficiency. This conflict is best expressed through an incentive-feasibility
condition that aggregates those constraints. A major departure from the pubic good
literature is that, in our analysis, stakes become endogenous: The costs and benefits of
group formation are now derived from equilibrium behavior in the ensuing lobbying game.
This endogenity suggests that even intuitive results on the possible existence of free riding
in large groups might have to be qualified. Beyond, second-best distortions are captured
by the shadow cost of the incentive-feasibility constraint that pertains to each group. In
our context, these shadow costs are all simultaneously determined at equilibrium; adding
a significant degree of complexity with respect to the traditional public good literature
that takes a mechanism in isolation from any other outside consideration.
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Incentives for intra-group free riding have also been analyzed in moral hazard settings
where individual contributions to lobbying are non-verifiable. Lohmann (1998) consid-
ers a model where individuals voluntarily contribute to monitor a policy-maker. Free
riding leads to political decisions that favor smallest groups. Anesi (2009) argues that,
when the decision to join a lobbying group is endogenous, moral hazard favors partici-
pation in lobbying activities. Our model reaches somewhat different conclusions. Indeed,
if participation to an interest group is costly for an individual, the incentive-feasibility
condition that pertains to that group is hardened. Free riding is exacerbated. Siqueira
(2001) shows how, by banding together as a group, individuals (principals) internalize a
multi-principals contractual externality similar to that in Le Breton and Salanié (2003),
Martimort and Semenov (2008) and Martimort and Stole (2015). Contrary to Olson’s
view, large groups may be better organized.

ORGANIZATION OF THE PAPER. Section 2 describes the model. Section 3 analyzes group
formation under complete information. Section 4 presents a simple incentive-feasibility
condition that summarizes all difficulties that a group may face to overcome free riding.
Section 5 provides conditions ensuring that groups form efficiently even under asymmetric
information. In contrast, Section 6 investigates conditions for free riding in large groups.
Section 7 tackles the more complex scenario of groups with finite sizes. Section 8 shows
how inefficiencies and informational frictions are jointly determined across groups. Section
9 demonstrates how various commitment devices may strategically affect frictions faced
by other groups and provide a competitive edge in the lobbying game. Section 10 assesses
the welfare consequences of asymmetric information. Section 11 discusses the robustness
of our findings to alternative scenarios. Proofs are relegated to an online Appendix.

2. THE MODEL
2.1. Interest Groups

PREFERENCES. Individuals are divided into two groups.® Group [ (for [ € {1,2}) has size
N; > 1. Agent i (for i € {1,...N;}) in group [ has quasi-linear preferences over a policy
x chosen by a policy-maker (thereafter PM) from the interval X = [—Zyaz, Tmaz| (Tmaz
being large enough) and the monetary contribution ¢! that he pays to influence PM:

The parameter o} captures the intensity of agent i’s preferences while u;(x) stems for a
payoff function which is specific to group [. Members of a given group rank all policies
similarly although the intensity of preferences vary across individuals. Individual prefer-
ences are scaled up by the size of the group NN; to normalize the group’s overall influence.”
For tractability, each function wu; is supposed to be linear in x although we often keep
a more general expression to show how our results would apply more broadly. To model
conflicting interests, we posit:

up(z) = —uy(v) = —v Vo e &.°

50ur analysis has a broad scope and individuals may themselves be interpreted as interest groups or
organizations. In U.S. legislative politics, coalitions of interest groups abound in various fields going from
education (the Committee for Education Funding which involves more than one hundred organizations)
to transportation (the American Bus Association or the Air Transport Association).

Size has thus no role per se. In the spirit of McLean and Postlewaite (2002), this is the relative
measure of his information that matters to determine the impact of an agent on his group.
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To illustrate, the decision x may be the price of a regulated good or services in the
spirit of Peltzman (1976); group 2 being then composed of producers while group 1
represents consumers. This decision could also be the level of an import tariff for some
intermediate good as in Gawande, Krishna and Olarreaga (2012). Group 2 might then
stand for domestic producers. This group asks for protection from foreign competitors
and thus lobby for an import tariff. Group 1 is made of final domestic users who instead
advocate for low protection to reduce their expenditures.

P M represents other (unorganized) groups in society or a median voter who might have
more neutral stances. PM’s quasi-linear utility function is also defined over the decision
x and the overall monetary payments received z as:

up(x) + z.

The function wug is twice continuously differentiable, strictly concave, and symmetric
around 0. Let denote ¢ = uf; * with ¢(0) = 0 and ¢’ < 0 (which follows from ufj < 0).
Some of our results below depend on the curvature of ¢.

Notice that all parties are risk-neutral and have the same marginal utility of income.
This simplifying assumption allows us to depart from insurance and redistributive con-
siderations throughout the whole analysis.

RUNNING EXAMPLE. We will sometimes rely on a quadratic specification of PM’s pref-
erences; a familiar workhorse of the Political Science literature:

(1) wola) = —a? = (o) =

Y
Bo

The parameter [y might here represent the relative weight that PM gives to social wel-
fare in his own objective relative to contributions as in Grossman and Helpman (1994).” ®

INFORMATION. Individual 7 in group [/ has private information on his own preference
parameter . For each group, these values are drawn from a common knowledge group-
specific (atomless) distribution function F; whose support is €; = [oy, @;]. Let f; be the
corresponding (positive) density function. In the sequel, the non-negative lower bound ¢
sometimes plays an important role. A specific case is obtained when individuals with no
specific preferences for the policy might belong to the group, i.e., ; = 0.'° The mean value
of the preference parameter for group [ is af = Eai(af).” We denote by oy = (o )ieq1,..n}

any arbitrary vector of preference parameters for group [ and by o (o) = N% Zf\[:ll i its

8 Asymmetry in the strength of the groups could also be easily introduced. Suppose for instance that
the two groups would like to push policies in opposite directions although with different intensities.
Formally, say uj(z) = —ka while us(2) = « with k # 1. Up to a change of variables and a modification
of the support of the types distribution, our formalism would again apply.

9This model has received some empirical support (Goldberg and Maggi 1999; Gawande and Bandy-
opadhyay).

10The fact that some individuals might have no specific preferences for the policy under scrutiny is
in particular justified when the group is a long-term venture banding agents on several related issues. A
given individual may have found a positive value in belonging to that group in the past and still belong
to that group nowadays even though he has no strict preferences for the current decision at stake.

HThe expectation operator with respect to x is denoted as E,(-).
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sample mean. Let @y, (resp. ¢n,) be the cumulative distribution (resp. density) of this
sample mean. Finally, we use the standard notation a; = (o}, ;") when needed.

Adopting the parlance of the mechanism design literature (Myerson, 1981) the virtual
preference parameter of agent i in group [ is defined as:

, 1= F(ad ,
hl(oﬁ):a}——lml), Vay € Q.

fi(a})

1-Fi(aj)
A filey) ,
Bergstrom, 2005). Hence, h;(«}) is a non-decreasing transform of «j. Following previous

, : . N ;
convention, the sample mean of virtual preference parameters is h; (o) = N% Yot hi(ag).

The monotone hazard rate property holds, i.e., is non-increasing (Bagnoli and

2.2. Lobbying Process

The lobbying game determines contributions and policies as endogenous objects that
in turn impact on the costs and benefits of collective action. To model such feed-back, we
rely on a simple two-stage model that can be viewed as a metaphor for how groups form
and act in the political arena. The formation stage determines how the group’s interests
are aggregated and represented in the lobbying game. This first step is summarized by the
appointment of a lobbyist whose objective represents that of the group, possibly modified
by informational considerations. The decision of an interest group there consists in giving
to this delegate some specific preferences that reflect the decision-process inside the group.
The second stage determines how lobbyists compete in the lobbying arena. This step is
modeled as a standard common agency game. The contributions of the groups that are
needed to channel their influence on PM are determined at this stage.

APPOINTING LOBBYISTS. Following the literature on delegation in legislative bargain-
ing,'? the group delegates to a lobbyist the task of influencing PM. Formally, the lobbyist
is endowed with the following objective:

Brw(z) —T;.

T; stands for the group’s overall political contribution to PM.'* The weight ; parametrizes
the efficiency of the process of group formation. When preferences are common knowledge,
we will show that each group finds a dominant strategy to choose the mean preference pa-
rameter, i.e., 5, = af(ay). When preferences are private information, the wedge between
B and o (o) captures how informational frictions undermine collective action.

THE COMMON AGENCY GAME. Lobbyists compete to buy PM’s favors in a standard
common agency game (Bernheim and Whinston, 1986; Grossman and Helpman, 1994).
Although, it views the political process as a black box by neglecting electoral compe-
tition and fine details of the legislative process, this framework is by now admitted by
most economists as being an adequate representation of how competing groups impact

12Christiansen (2013), Besley and Coate (2003), Dur and Roelfsema (2005).

13In practice, lobbyists might have their own preferences on issues they want to influence. Our approach
short-cuts any agency problem between the group and its lobbyist; the group can implement whatever
lobbyist’s preferences it would like.
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policy-making.!* We thus adopt the corresponding informational assumptions, timing,
and equilibrium refinements.

First, the lobbyists’ objectives are revealed so that lobbyists know their rival’s objec-
tive.'” Second, lobbyists offer to PM the non-negative contribution schedules Tl(x) Such
contributions are commitments to pay PM in response for the policy choice x. PM is
free to accept or refuse each of those contracts.'® Third, and because each lobbyist always
has such schedule in his best-response correspondence, we restrict attention to truthful
equilibria obtained when lobbyists use truthful contribution schedules of the form:'’

(2.2)  Ti(z) = max {Bw(z) —V;,0} VzeX.

Here, V; stems for the payoff that lobbyist [ can always secure for any choice x. Truthful
schedules perfectly reflect the lobbyist’s preferences over alternatives. Hence, the equilib-
rium policy maximizes the payoff of the grand-coalition made of those lobbyists together
with PM. Our goal is to investigate under which circumstances the preferences of lobby-
ists might no longer reflect those of interest groups thanks to informational frictions.

For a vector of lobbyists preferences 8 = (31, 52), let AS = B — B2 be a measure of
the degree of political polarization. The policy x(f;, f2) that maximizes the payoff of the
grand-coalition made of PM and the two lobbyists reflects this polarization:

(2.3) U(J(Q?wl, B2)) = AB & x(B1, B2) = o(AB).

The optimal policy is tilted towards the group whose lobbyist has the strongest prefer-
ences. Of course, the definition of z(f, f2) given above also applies to characterize the
optimal policy taken when either one group or none is active provided that we use the
convention f; = 0 for an inactive group. For instance, (0, 82) = ¢(—pf2) is the decision
implemented if group 1 is not organized.

2.3. Group Formation: Mechanism Design

We envision the formation of an interest group as a decentralized bargaining process.
Through this process, individuals find a way to share their overall contribution and define
an objective function for that group. Specifying a priori an extensive form and a particular
communication protocol would be ad hoc. Comparing the performances of such protocols
would also become a daunting task. We avoid those two obstacles by following the more
normative mechanism design methodology initiated by Myerson and Sattherwaite (1982)
and pursued by Mailath and Postlewaite (1990) and Laffont and Martimort (1997) in
related contexts. From the Revelation Principle (Myerson, 1982), any bargaining proce-
dure would indeed lead to an allocation rule that could as well have been proposed by an
uninformed mediator that acts on behalf of that group. This mediator has no physical

14Possible extensions of the common agency paradigm which offer a more detailed view of the political
process are found in Baron (1999, 2006) and Baron and Hirsch (2011).

15This assumption might a priori look quite strong but is in fact less demanding that it appears as it
will be discussed below.

16The restriction to non-negative contributions is without any loss of generality. Indeed, PM being
free to refuse any contract would never choose a policy corresponding to a negative payment.

nsisting on truthfulness is akin to imposing an equilibrium refinement (Bernheim and Whinston,
1986). Inefficient equilibria may nevertheless arise without the truthfullness refinement (Kirshteiger and
Prat, 2001). Bernheim and Whinston (1986) show that ¢ruthful equilibria are also coalition-proof.
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existence per se but instead stands as a metaphor for how the bargaining process unfolds.
With that perspective in mind, a mechanism for the formation for group ! determines,
for all possible vectors of reports ; of its members, an objective function for the lobbyist

and the individual contributions of its members, (ﬁl(éq), (tf(dl))f;l)

NoO-VETO CONSTRAINTS. An important issue is to specify what happens if an individual
opposes to the mechanism that rules his group. Following the mechanism design litera-
ture,'® we assume individual veto power. If an agent chooses not to participate to the
mechanism in group I, no lobbyist is appointed and PM chooses x(0, f_;(a_;)) so as to
reflect only group —{’s influence. There are two justifications for this assumption. First,
coalitions may themselves be made of interest groups that band together on some specific
issues; a scenario that certainly echoes practices in nowadays U.S. Legislative Politics.'?
It is then legitimate to give each group equal veto power. Second, giving individual veto
power showcases an upper bound on possible informational frictions. Section 11.1 below
shows that restricting veto power to key members is enough to induce free riding and
inefficiency. When no player has veto power, it is well known from d’Aspremont and
Gerard-Varet (1978) that the group can design efficient Bayesian incentive compatible
mechanisms and behaves as if information was complete within the group; an unpalatable
conclusion. A contrario, Section 11.2 also demonstrates how free riding on participation
can arise if a non-ratifying agent still enjoys the influence of those who act.

To express no-veto constraints in our baseline scenario, we define the gain of acceptance
for a type o individual when the preferences profile in group [ is oy = (o, o) as:

)
i

NlEa_l(AUl(ﬁl(O‘%; al_i>7 B—l(a—l»)_t?(ag’ al_z) with Aul(ﬁh 5—1) = ul(‘r(ﬁla ﬁ—l))_ul(x(oa ﬁ—l))'

Type «}’s expected net payoff from joining group [ can thus be defined as:

%Ea*l<Aul(ﬁl<a§v a; "), Boi(ay)) — ti(o, Ozl_i)) .

(2.4)  U(a)) = E,- (Nz

The no-veto constraint ensures that net gains are non-negative for any agent in group I:

(2.5)  Uj(a)) >0, Vai €, Vi

BAYESIAN INCENTIVE COMPATIBILITY. From the Revelation Principle (Myerson, 1982),
there is no loss of generality in considering direct mechanisms such that each individual
truthfully reports his type a} at a Bayesian equilibrium.?’ The following incentive com-
patibility constraints must thus hold:

(2.6)

18Laffont and Maskin (1982), Mailath and Postlewaite (1990).

YHula (1999).

20Tn contrast with standard mechanism design problems, our context is one of competing mechanisms
with two groups, each of them relying on its own mechanism. We must thus be somewhat careful in
using the Revelation Principle. Indeed, each mechanism of group formation is now a best response to
the mechanism designed by the competing group; a feature that has been studied in the general model
of competing hierarchies by Myerson (1982) and in more specific contexts with secret contracts by
Martimort (1996). For a given mechanism G_; that determines a deterministic allocation S_; for group
l, there is no loss of generality in using the Revelation Principle to characterize group [’s best response
in the pure-strategy equilibria of this game that will be our focus below.
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(i o N i ai i i -
U (o)) = arg max Eq-i (ﬁllEa—l (Aw(Bi(a], a"), Boi(ay))) — t(4], oy )> . Yoi €, Vi.
al 1

BUDGET BALANCE. Individual contributions must cover the payment needed to influence
PM. ?' Taking into account that a._; is a random variable at the time group [ organizes,
its budget constraint can be written at this stage as:

N
27) > tilof, ") = Ea_ (Ti(Bi(ew), Balar)) =0 V(aj, o) € Q.7
=1

A mechanism G, is incentive-feasible if and only if it satisfies no veto (2.5), Bayesian
incentive compatibility (2.6), and budget balance (2.7).

2.4. Timing and Equilibrium Concept

The game unfolds as follows. First, agents privately learn their preferences. Second,
groups simultaneously (and secretly) propose mechanisms to their members. Third, within
each group, each individual may accept or veto the proposed mechanism. If the mechanism
is ratified, each agent reports his own preference parameter &;. The lobbyist’s induced
preferences correspond to a weight f;(¢&;). Fourth, the common agency stage of the game
unfolds with group ’s payment to PM being T;(5,(&), f_i(&—;)).

The equilibrium concept is perfect Bayesian equilibrium with the addition of two refine-
ments. First, and because mechanisms are secretly designed for each group, we impose
passive beliefs so that members of group [ still believe that group —! is ruled with the
equilibrium mechanism if group [ were to offer an unexpected mechanism. This “don’t
signal what you don’t know” refinement (Fudenberg and Tirole, 1991) is standard in the
competing mechanisms literature (Martimort, 1996). Second, equilibria of the common
agency stage of the game are truthful; another standard refinement.

3. GROUP FORMATION UNDER COMPLETE INFORMATION

Consider first the case where groups form under complete information. Our setting
differs from the standard common agency model (Bernheim and Whinston, 1986; Gross-
man and Helpman, 1994) by the addition of an extra delegation stage where lobbysts are

21The payment T;(3;, 3_;) is a random variable. It depends on both the realization of the whole vector
of valuations «; for members of group [ through the impact on §; but also on the vector of preference
parameters a_; of members of the competing group through its impact on S_;. All incentive, budget
balance and no-veto constraints that apply to the mechanism for group [ take into account the fact that
a_; is viewed as being random from group [I’s viewpoint.

22The budget-balance requirement could be thought as being more demanding if those constraints
had to hold for all possible realizations of group —I’s preferences a_;. However, such complication
would not change our results. To see why, take a mechanism with payments tf(af,al_i) that satisfy
(2.7). Construct a new set of payments fi(ai,a; ‘,a_;) such that fi(af, ;" ) = ti(al, ") —
Ea , (Ti(Bi(ar), Boi(a—1))) + T1(Bi(oy), B-i(cx—;)). Those payments ensure that the budget balance con-
straints would hold for all possible realizations of a._; since

N;

Ny
> filag o a)=Ti(Bi(ew), Bl y))) = th(@fval_i)—Eafl(Tl(ﬂl(al),ﬁ—z(a—l))) >0 Y(aj, 0" a).

=1

Moreover, those payments are such that Eafl(fli(af,al_i,a_l)) = tf(af,al_i), leaving thus Bayesian
incentive compatibility and no-veto constraints unchanged.
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chosen by their groups. Proposition 1 shows that this difference is immaterial, allowing
us to focus on asymmetric information as the sole obstacle to efficiency.

We first focus on the common agency stage of the game. There is one such subgame for
each possible realization of (3, 5_;). Following Laussel and Le Breton (2001), we know
that, in the case of conflicting interest groups under scrutiny,” there is a unique truthful
equilibrium (that may thus be indexed by the realization of the random variable (3;, 8_;))
in which PM gets a positive payoff as a result of the lobbyists’ competition for his favors.
The equilibrium payment from lobbyist 1, say T;(5;, B—) = Ti(z(f1, 1)), is defined as:

(31) B fur) = [Borus(a) +un )25 2

This expression is remarkable. Contributions that are endogenously determined at the
truthful equilibrium of the last stage of the game are in fact VC'G payments. Each group
pays for the externality that inducing a change in the policy exerts both on the other
group and on PM. This fact has two important implications. First, the logic of VCG
mechanisms bites: There is no point in strategically choosing the lobbyst’s preferences to
affect subsequent lobbying competition. The lobbyist always maximizes the preferences of
an individual with the mean type in the group he represents. Then, competition between
interest groups reaches an efficient outcome, i.e., given that utility is transferable, it
maximizes the overall payoff of the groups and PM.

Second, although the assumption that the preferences of the lobbyists are common
knowledge at the common agency stage is quite convenient for expositional purposes,
our results would be robust to the possibility that those preferences are kept private
information. Indeed, that T;(3;, 8_;) are VCG payments also means that, each group
would find it optimal to truthful reveal the preference parameter ; at the last stage of
the game had those parameters being kept secret.

For the time being, we obtain the following result for our benchmark scenario.

PROPOSITION 1 EFFICIENT GROUP FORMATION UNDER COMPLETE INFORMATION.
When group | forms under complete information, preferences are efficiently aggregated:

(32)  B(aw) =af(ay), Yoy €V

From Proposition 1, the pluralistic approach of politics is valid under complete infor-
mation. Preferences are perfectly aggregated both within and also across groups.

4. CHARACTERIZING INCENTIVE-FEASIBILITY

We now turn to the case of asymmetric information. Our first task is to get a com-
pact characterization of the set of incentive-feasible allocations that can be implemented
within a group. We follow the mechanism design literature®® and characterize incentive

23See the Appendix for details.

24To simplify notations, we denote l9(2)]5: = g(z1) — g(20).

2Laffont and Maskin (1982), Mailath and Postlewaite (1990), Ledyard and Palfrey (1999), Hellwig
(2003).
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compatibility conditions before aggregating (2.5), (2.6) and (2.7) into a single constraint
which is both necessary and sufficient for incentive-feasibility. This incentive-feasibility
constraint delineates what kind of objectives a group can pass on its lobbyist.

BAYESIAN INCENTIVE COMPATIBILITY. Incentive compatibility can be expressed in terms
of properties of the mapping () and the individual payoffs profiles U/ (a}) that such
mapping induces. This is the purpose of next lemma whose proof is standard.

LEMMA 1 An allocation (U (a)))1<i<n,, Bi(ey)) is Bayesian incentive compatible if and
only if U (a}) is convez, and admits the integral representation:

o 1 o By
Bt (a7, () ) dat
)

(4.1)  Uj(aj) =Uf(gz)+/ N,

&

Consider an individual in group [ who has preferences o}. To fix ideas, suppose also that
Auy(Bi(ad, o "), Bi(ay)) is non-decreasing in ! for any (a; ", a_;).?° By pretending to
have a slightly lower valuation o} —da}, type o can modify PM’s decision which becomes
z(Bi(at—dad, a; "), B_i(a_y)). At the same time, type af also reduces his own contribution
ti(al — dal, al_i) thereby letting other members of his own group pay much of what is
needed to influence PM. This effect is thus at the core of the free riding problem.

More generally, type qf’s net gain from manipulating his own preferences is worth
N%Aul(x(ﬂl(af —daj, o "), Bo(ay))da) ~ N%Aul(x(ﬂl(af,al’l),ﬂ,l(aﬂ))doﬁ‘. Tp reve;ll
information, that type must thus pocket an informational rent Uj(a;) — U (a; — day)
which, at any point of differentiability, is approximatively worth U;(«a})da; where U} (a})
is obtained from differentiating (4.1) as:

(42)  Ui(a) =Ey (iAuzwz(a;',aﬁ),ﬁmam) .

N,
From (4.2), Uj(a}) is necessarily non-decreasing. The no-veto constraint (2.5) is thus
harder to satisfy for those individuals with the lowest possible type o; who are the most
eager to veto. Ratification of the agreement by all types thus requires:

(43)  U(a) = 0.

INCENTIVE-FEASIBILITY CONDITION. Equipped with the characterization of incentive
compatibility (4.1) and no-veto (4.3), we now derive a feasibility condition that aggregates
no veto, incentive compatibility and budget balanced constraints.

PROPOSITION 2 INCENTIVE-FEASIBILITY. A mechanism G; is incentive-feasible if and

only if:
1. The virtual net gain from group | formation is non-negative:

(44)  Eaga, ([uo(@) + b (en)u(w) + Bl u (@) ) = 0,

26We will see below, especially in Section 5, that such ez post monotonicity conditions hold quite
naturally under some circumstances so that the weaker interim monotonicity conditions in Item 2. of
Lemma 1 is also satisfied.
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2. Eal—i’a_l(Aul(ﬁl(al),ﬁ_l(a_l))) is non-decreasing in .

Proposition 2 is a fundamental step on our way to simplify the mechanism design
problem of a group. Condition (4.4) indeed summarizes all difficulties that asymmetric
information imposes on collective action. When computing the net benefit of forming
under asymmetric information, true types are replaced by virtual valuations of a lower
magnitude. Hence, the group’s incentives to contribute and influence policy diminish.

For any incentive-feasible mechanism ruling group —I (i.e., a mechanism which itself
satisfies incentive compatibility, no veto and budget balance), group ! chooses a mecha-
nism that maximizes the sum of its members’ payoffs, namely S Eqi (U(a})), subject
to the feasibility condition (4.4) and the monotonicity condition found in Proposition 2.

5. CONDITIONS FOR AN EFFICIENT EQUILIBRIUM UNDER ASYMMETRIC INFORMATION

We now wonder whether the outcome of the lobbying game may remain efficient even
under asymmetric information. We refer to an efficient equilibrium as an equilibrium
(if any) such that each group solves its own internal informational problem at no cost,
and PM chooses an efficient decision. Suppose that such an equilibrium exists. Given
that group —I efficiently solves its own informational problem, group [ must also do so.
Lobbyists are thus given objectives that perfectly reflect the preferences of the interest

. . * — * Nl
groups they respectively represent, i.e., 5/ (a;) = a; (oy), for all oy € ;.

PROPOSITION 3 EXISTENCE OF AN EFFICIENT EQUILIBRIUM. An efficient equilibrium
exists if and only if:

(5:1)  Eapa, ([u0(@) + i (enyu(e) + a* (au(@)] Joie o)

> Eaya (Nl (g lel 0 )Aul(a;(al),a*_l(a_l))> Wl e {1,2}.

The feasibility condition (5.1) has a simple interpretation. The Lh.s. is a measure of
the welfare gain obtained from influencing PM so as to move from z(0, a* ,(a_;)), which
is chosen when group [ is inactive, to the efficient decision z(o)(ay),a”;(a_;)). Since
z(af(ay),a* ;(a_;)) maximizes the overall payoff of groups together with PM, this gain
is necessarily positive. Under complete information in group formation, this 1.h.s. would
be the payoff that group [ could capture.

More novel is the r.h.s. of (5.1). This term stems for the overall informational cost that
such change in the decision induces. Under complete information, it would disappear.
Condition (5.1) is thus a fundamental equation to understand how groups solve their
collective action problem. Since the Lh.s. is always non-negative, there would always
exist an efficient equilibrium under complete information. We retrieve here the standard
efficiency result that backs up the pluralistic approach. Instead, asymmetric information
introduces a cost of coalition formation that may preclude such an efficient equilibrium
and call for less optimistic conclusions about the efficiency of lobbying competition.
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RUNNING EXAMPLE. Let us consider the case where ug is quadratic and suppose that
types are uniformly distributed on [a;, @;]. Condition (5.1) becomes:

(52) Eu ((ga; —al) oz}k) >0 ie{12).

This condition is independent of group —I’s preferences; a specific feature on which we will
come back soon. In this quadratic example, inefficiencies in group formation are indeed
fully determined by the group’s own composition and not by that of its rival. Condition
(5.2) also holds when ¢ is close enough to @; and more specifically when «; > %61. Enough
homogeneity within the group (where homogeneity is defined as a; and @; being close
enough) and a minimal stake (o, being necessarily positive when this latter inequality
holds) altogether ensure existence of an efficient equilibrium under those circumstances. B

6. LARGE GROUPS

Following a tradition that goes back to Bowen (1943), we now investigate how stringent
Condition (5.1) is for large groups. Of course, free riding is then at its peak. We thus
expect that the conditions for an efficient equilibrium might be strongly qualified.

Taking the limit N; — +oo, the Strong Law of Large Numbers tells us that the sample
mean of true (resp. virtual) types converges with probability one towards the mean (resp.
the lowest) value of a:

(6.1)

N
% 1 i a.s. i e * 1 i a.s. i
o (o) = N, E a5 Ea;‘(az) = (TGSP- hi (au) = N, E hi(og) = Ea;(h(al)) = Ql) :

RUNNING EXAMPLE. Inserting (6.1) into (5.2), the condition that ensures existence of
an efficient equilibrium in the case of a uniform distribution holds when N; is large if
3a; > @ for all I € {1,2}. This example suggests that efficiency is obtained if individuals
have enough stakes and the distribution of types is not too disperse even for large groups.
|

Repeatedly throughout the paper, we will refer to the following assumption that requires
that the lowest possible type has no stake.

ASSUMPTION 1 o, =0<of VI
We can now easily prove the following important result.

ProproOSITION 4 FREE RIDING IN LARGE HETEROGENOUS GROUPS. Suppose that
Assumption 1 holds. An efficient equilibrium never exists for N; large enough.

With a large group, inefficiencies always arise whenever the distribution of types con-
tains individuals with no stake. To understand this property, one has to come back on the
forces that lie behind such formation. On the one hand, an efficient equilibrium requires
each lobbyist to behave as if he was maximizing the preferences of the average type of his
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group. When group [ is influential, the policy has thus to move away from the decision
z(0, o* ,(ex_;)) that would be taken if only group —I was active towards the efficient deci-
sion z(aj (ay), o* ,(a—;)). The welfare gain that accrues to group ! from such a move has
to be compared with the overall information rent that has to be distributed internally
to induce information revelation by members of the group. When group [ is large, each
individual only cares about minimizing his own contribution. He thus behaves as having
the lowest possible valuation, namely o, = 0 from Assumption 1. So overall, the group
behaves as being made only of individuals with no preferences for moving the policy
away from the status quo. The aggregate contribution of group [ is thus zero, making it
impossible to reach the efficient policy (o] (ay), a*;(a_;)).

Proposition 4 has its counterpart. Efficiency is achieved when the distribution of types
is not too diffuse and the lowest valuation type has some willingness to change the policy.

PROPOSITION 5 EFFICIENT EQUILIBRIA IN LARGE HOMOGENOUS GROUPS. Suppose
that of —a; (forl = 1,2) is small enough but that oy > 0. An efficient equilibrium always
exists when Ny (for | = 1,2) is large enough.

When of is close to o and ¢ > 0, the group is rather homogenous and all types are
ready to pay to induce a policy shift from z(0, a*,;(a_;)) to z(aj (), a* ;(a_;)). Aggre-
gating over a large group, even tiny individual contributions may change the outcome.
Even under asymmetric information, a large group remains influential.>” Proposition 5 is
a strong qualifier of the Olson Paradox. Under asymmetric information, this is not size per
se that undermines group formation but instead the addition of size and heterogeneity.

7. GROUPS OF FINITE SIZE: ASYMMETRIC INFORMATION SOFTENS COMPETITION

Proposition 4 is reminiscent of Mailath and Postlewaite (1990) who also stressed the
existing free-riding problem for large groups in a pure public good context. Beyond dif-
ferences in functional forms and contexts, the main differences with our work are twofold.
First, in Mailath and Postlewaite (1990), collective action is only possible when the fixed
cost of producing the discrete public good has been covered. Hereafter, collective action
requires to cover a variable cost; namely the cost of shifting the decision away from the
sole influence of the rival group. The analysis in Hellwig (2003) shows that the nature
of the cost function has major consequences on whether the free riding problem holds or
not for large groups. Second, the net gains from forming are here equilibrium objects; a
difference that significantly matters in the case of groups with finite sizes acting strate-
gically. With large groups, there is indeed almost no remaining uncertainty about both
aggregate preferences and aggregate contributions. Instead, for groups of finite sizes, some
uncertainty remains not only about the distribution of aggregate valuations within the
group, but also about the competing group’s own preferences. This makes the analysis
at finite sizes certainly more complex, but it also introduces some new strategic features
that unveil the true determinants of inefficiencies in group formation.

2THellwig (2003) criticizes Mailath and Postlewaite (1990)’s findings and argues that the free-riding
problem they highlight depends a lot on the cost function for producing the public good and that
efficiency may sometimes be reached with alternative assumptions. Our argument for efficiency relies
instead on the properties of the distribution of types.
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7.1. Best Responses

This Section analyzes how the true preferences of groups might no longer be reflected
by the political process and how lobbying competition might in turn be modified.

Under asymmetric information, /5;(ey;) should now satisfy the incentive-feasibility con-
dition (4.4). When this constraint is binding, group [ faces a trade-off. On the one hand,
choosing f;(ay) close to the efficient rule o (o) induces a significant change in policy
from z(0, B_;(a_;)) to z(af(ay), B_i(cx—;)). On the other hand, such a shift also requires
a large contribution to PM. Individual contributions must increase which in turn exacer-
bates free riding. To moderate this rent-efficiency trade-off, group [ chooses an objective

b (ay) which now partially reflects the group’s preferences. So doing, policy changes are

of a lower magnitude, contributions diminish and free riding is less of a concern.

PROPOSITION 6 INEFFICIENT BEST RESPONSES. At a best response, group | chooses a
moderate objective 3°(ay) < o (ay):

Ny

: A 1= F(aj)
7.1 () = max {0, — o) — .
( ) 1 ( l) Nl ; l 1+ )\l fl<Ck?)

where \; > 0 is the Lagrange multiplier of the incentive-feasibility constraint (4.4).

When \; > 0, PM chooses a policy that no longer reflects the preferences of group [.
Indeed, the overall contribution of that group is reduced to weaken intra-group free riding.
PM is thus biased towards the outcome he would have chosen when selling his favors to
the competing group only. Informational frictions also weaken lobbying competition. The
welfare consequences of this effect are studied in Section 10.

7.2. A Sufficient Condition Ensuring Universal Inefficiency
We start by stating the following assumption.

ASSUMPTION 2

1-— @Nl(al — F( ozl , o
_ a; = o) | s decreasing in o for Ny > 1.
on,(af) Z file Z L : :

Assumption 2 only depends on properties of the distribution of types.?® It will en-
sure inefficiencies in group formation irrespectively of the appointment rule chosen by

28Suppose that types in group [ are distributed according to an exponential distribution on R, with

density fi(a}) = iea:p ( " ) and cumulative distribution function Fj(a}) = 1—exp (——) Assumption

1 is satisfied while the monotone hazard rate property trivially holds since ! f,%.f’?;l) = p and thus
L L
Ea, (N% ZZNH ! fLFl(al ‘Nz ZN’l al = al> = p. The sample mean «j now follows a Gamma-distribution
Ny *
with density function ¢y, (o)) = mmz‘)]\[ ~lexp (%) This density function is log-concave. It

follows from Bagnoli and Bergstrom (2005, Lemma 4) that % is thus decreasing and Assumption
1\l

2 again holds. The careful reader will have noticed that our analysis was developed in the case of
distributions having a finite support, for instance a truncated exponential on a bounded interval [0, a]
(with a being arbitrarily large). The benefit of passing to the limit and working with an exponential
distribution without truncation is to illustrate the scope of Assumption 2 with minimal technicalities.
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the competing group. That inefficiencies are obtained when making assumptions on the
distribution of types echoes many important contributions in the mechanism design liter-
ature (Myerson and Satterthwaite, 1983; Mailath and Postlewaite, 1990). The key aspect
of Assumption 2 is that this condition is universal and, in tandem with Assumption 1,
sufficient for inefficiency for any possible choice made by group —I.

Efficiency is not reached when the incentive-feasibility condition (4.4) fails for 5/ (ay) =
af (ay), ie.

(7:2)  Baga, ([uo(@) + hi(ea)u(w) + Bl u (@) 1) <.

Proposition 4 already showed that Condition (7.2) holds when N, is large enough and
group —[ implements the efficient appointment rule, i.e., 8*,(a_;) = o*,(a_;). Assump-
tions 1 and 2 jointly ensure that this result is also true for groups of finite sizes.?”

PROPOSITION 7 INEFFICIENT GROUP FORMATION OF FINITE SIZES. Suppose that As-

sumptions 1 and 2 both hold. Group | never forms efficiently, i.e., A\ > 0.

RUNNING EXAMPLE (CONTINUED). When PM'’s utility function satisfies (2.1), the opti-
mal policy is given by x(f, f2) = ﬁgﬁ . To illustrate the input of Assumption 2, observe

that Condition (7.2) becomes:*

1— Py (o — Iy( al !
(7.3)  E. ((W Eq, (NZZ e |—Zozl )) %> < 0.

This condition is independent of the appointment rule 5_;(a_;) chosen by group —[ and
it always holds thanks to Assumption 2. Indeed, from Assumption 2, the first factor

. . . : : 1-®y, (af
in the expectation is decreasing. This term has also zero mean since E,; (ﬁia;)) =
. l l
Ea;- (1}25,0;2)) = af. The second factor Z_lo is increasing and thus covaries negatively with
l

the first one. Because of negative correlation, (7.3) holds as requested since

1_(I)Nl(al B Eal o _*
Ea?(( on,(af) (sz fila le L )) 50)

i 1—(I)Nl(Oél E&l L . *<Oé_2k):
< E,; <—¢Nl(&?) Eq, (le o \ Zozl al>> Eq; B 0.

Proposition 7 summarizes how asymmetric information offers a drastic departure from
the pluralistic view of politics. The lobbying process no longer perfectly aggregates the

29Gimilar conditions for the impossibility of implementing the first-best allocation under asymmetric
information have flourished throughout the whole mechanism design literature both in public and private
good contexts (Laffont and Maskin, 1982; Myerson and Sattherwaite, 1983; Cramton, Gibbons and
Klemperer, 1987; Mailath and Postelwaite, 1990; Hellwig, 2003).

39The proof in the Appendix relies on several rounds of integration by parts.
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preferences of interest groups. This failure can be extreme, with a group expressing no
influence at all with positive probability. To illustrate, consider the case where all mem-

I_Fl(ia ;); a possibility that
fl(al)

Under such configurations, hj(ay;) < 0

bers of group [ have preference parameters o} such that af <

arises when o} is close enough to o, and a; < #&z)
and thus 37°(c;) = 0. Everything happens as if group | was inactive under asymmetric
information while it would have been so under complete information.A contrario, even
if inefficiencies still arise and the lobbyist’s objectives are moderated thanks to informa-
tional frictions, some representation may always be guaranteed provided that types have
enough stakes. For instance, whenever o > #‘lz)’ group [ always forms (i.e., 3(ay) > 0)
although it is almost always inefficiently so. Indeed, 3;°(cy) = *(c;) only arises when
o = (ay, ....,qy), i.e., with zero probability.

7.3. From Finite to Large Groups

This section fills the gap between the finite sizes scenario and the limiting case of large
groups. We are interested in asymptotic properties, making now the dependence of the
optimal appointment rule 37°(c;, N;) on N; explicit.

PROPOSITION 8 TOWARDS LARGE GROUPS. Suppose that Assumptions 1 and 2 both
hold. The appointment rule converges in probability towards no influence as N; gets large:

sb P
(74) i (al, Nl) Nl——>—>|—oo 0.

Proposition 4 already showed the inexistence of an efficient equilibrium for large groups.
Proposition 8 is stronger since it applies whatever group —I’s own choice. As size increases,
the appointment rule is entirely determined by the incentive-feasibility Condition (4.4).
This condition is trivially satisfied when group [ exerts no influence at all. This is precisely
what (7.4) shows: A large group leaves PM under the sole influence of its rival.

8. A DUAL REPRESENTATION OF EQUILIBRIA

A priori, the Lagrange multiplier \; that appears on the r.h.s. of (7.1) depends on the
appointment rule S_;(-) chosen by group —I. Indeed, those preferences determine how
much money is paid by group [ to buy the policy-maker and thus the magnitude of free
riding. Since the preferences parameter 3;°(cy;) for group I’s lobbyist is fully character-
ized by a single non-negative parameter )\;, it becomes quite natural to summarize an
equilibrium by a pair of non-negative numbers (A, A\_;) € @i that determine altogether
appointment rules (3:%(c), 3% (c_;)) which are best responses to each other. Adopting

this dual representation, an equilibrium amounts to a pair (A1, A2) satisfying:
(8.1) N=A(\y) VIe{l,2}.

The “best-response mapping” Af defines the Lagrange multiplier characterizing group [’s
formation in terms of the Lagrange multiplier pertaining to group —I[. This simple dual
representation thus views an equilibrium as a pair of Lagrange multipliers,

Under complete information, each group perfectly passes its own aggregate preferences
to its lobbyist; contributions to PM are always truthful. Whether the opposite group



FROM INEFFICIENT GROUPS FORMATION TO INEFFICIENT POLICY-MAKING 21

easily raises money to influence PM or not has no impact on group [’s marginal contri-
bution, although it might change its level. This stands in sharp contrast with the case of
asymmetric information. Frictions now depend on how much money is needed to influence
PM. This provides a channel by which the strength of the rival group affects group [’s
marginal contribution. Informational frictions in both groups are now jointly determined.

PROPOSITION 9 EXISTENCE OF EQUILIBRIA. Suppose that Assumptions 1 and 2 both

hold. There always exists a (pure-strategy) equilibrium, i.e., a pair (A1, A2) that solves
(8.1) with N\, > 0 for | € {1,2}.

9. TOWARDS AN 1.O. THEORY OF GROUP FORMATION

Interesting comparative statics follow from carefully looking at the the properties of
best-response mappings. Slightly abusing language and using the well-known parlance
of the 1.O. literature, Proposition 10 shows that the game between competing groups
might exhibit either strategic complementarity with both mappings A; (for | € {1,2})
being non-decreasing or strategic substitutability when those mappings are instead non-
increasing. Those monotonicity properties depend on fine details of PM’s preferences.

PROPOSITION 10 MONOTONICITY OF BEST-RESPONSE MAPPINGS. Af (I € {1,2}) is
everywhere non-decreasing (resp. non-increasing) if and only if ug > 0 (resp. uy < 0).

The intuition for those different patterns comes from understanding how asymmetric
information impacts on lobbying competition. Suppose that group —I finds it more dif-
ficult to organize itself, in other words, A_; increases. The first consequence is that this
group has less influence. It becomes easier for group [ to shift the status quo towards
its own preferred direction: a policy-shifting effect. Lower contributions from group [ are
needed and thus free riding is less of a curse there. On the other hand, that group —I does
not influence so much the decision also means that the status quo might already please
group [. Free riding is exacerbated: a status quo effect.

Which effect dominates depends on the sign of uy. When uj’ < 0, the policy-shifting
effect dominates and group [’s distortions are less significant as competing interests find it
more difficult to organize. A contrario, when u,’ > 0, the status quo effect prevails. A key
lesson is thus that group formation generally depends on its environment. Informational
frictions within a group impacts on how easily its competitor organizes.

RUNNING EXAMPLE (CONTINUED). For quadratic preferences, uj = 0, the status quo
and the policy-shifting effects cancel out. The best-response mappings A; are flat and the
Lagrange multipliers (A1, A2) are determined separately. Whether group [ faces a strong
opponent or not does not affect its own difficulties in solving the free riding problem. The
preferences of its lobbyist are independent of the surrounding environment. [ ]

That informational frictions are determined altogether suggests that groups may adopt
various strategies to undermine the ability of their rivals to organize themselves.

INFORMATION SHARING. Suppose that members of group —I can credibly share infor-
mation on their preferences. It may be so because the group is small in size and peer
monitoring is possible. In some related contexts, Ostrom (1990) has argued that agents
may invest resources to monitor each other and avoid free riding. Free riders could also
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be punished by means of group stigma, or through repeated interactions that overcome
informational problems. In his analysis of coalition formation by interest groups in U.S.
legislative politics, Hula (1999, p.24) first reports that “The presence or absence of a given
group is likely to be noticed in a small universe of organizations, and the potential exists
for the applications of coercive sanctions by other members of the coalition to discourage
free riding. At least, there must be a strong element of peer pressure.” He also points
out that “the increasing use of long-term, recurrent, and institutionalized coalitions in
many policy arenas” build strong coalitions of interest groups which solve the free riding
problem. Finally, even when information cannot be credibly shared, private information
might sometimes have a limited impact, especially when group members have limited
veto power, a point that will be further discussed in Section 11.1.

Credibly sharing information within group —! acts as a commitment device to fix A_; =
0. The strategic impact of such choice on the frictions faced by group [/ can be easily
deduced from Proposition 10.

PROPOSITION 11 INFORMATION SHARING. Let (A, A_;) be an equilibrium of the game
when both groups form under asymmetric information. Suppose that information is cred-
ibly shared within group —l, the new equilibrium (X\;,0) is such that Ny < X (resp. >) if
uy >0 (resp. <).

With information sharing, group —! certainly finds it easier to buy PM’s favors. It
then becomes more difficult for group [ to buy PM'’s favors to do so. Group [ has to
raise its contribution which worsens its own free riding problem. The policy-shifting effect
exacerbates frictions within group [, while the status quo effect does the reverse. When
the first effect dominates (i.e., uy’ < 0), a group which has solved its own free riding
problem can not only buy influence more easily but it also weakens its competitor’s
representation. Coalitions bound by strong ties might thus exclude rivals more easily
than what less well-organized groups would do.

lllustration 1. The sugar industry is often viewed as being one of the strongest lobbying
group in U.S. politics (Dixit, 1998). Between 2007 and 2014, its contribution went up
to $18.5 million, according to the Center for Responsive Politics although sugar repre-
sents only a small fraction U.S. farm output. Because it is organized around four major
producers with strong ties (the Fanjul brothers), the lobby of sugar producers has repeat-
edly resisted attempts by domestic sugar-users (like Pepsi Co Inc., Hershey Co., or the
National Foreign Trade Council) but also foreign countries (like Australia) to open the
market. Inefficient quotas dating back to the Great Depression have thus persisted.

Lllustration 2. The strong political influence of senescent industries contrasts with the
less successful lobbying exerted by growing sectors (Hillman, 1982; Brainard and Verdier,
1997; Baldwin and Robert-Nicoud, 2007). Standard arguments point out that entrants
might not generate enough profits to pay for the fixed cost of lobbying while senescent
industries may still be able to maintain their influence with the possible social cost of a
delayed transition towards novel technologies. Our model suggests another line of argu-
ments. Through repeated interactions over time, firms in senescent industries may have
knitted tight bounds, maybe up to the point of credibly sharing information and allevi-
ating much of the free riding problem. As these firms become more efficient at lobbying,
entrants find it harder to overpass their own free riding problem and be influential.
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ENTRY Co0STS. To be active, an interest group might also have to incur further organi-
zation costs beyond asymmetric information per se. For instance, hiring a lobbyist might
require to incur search costs, to pay contingent fees, sometimes to give up extra rent if
those lobbyists have to gather expert information. Collecting contributions may also rely
on costly enforcement. Such entry costs harden the incentive-feasibility condition (4.4)
and exacerbate frictions. To see how, let denote by K; a fixed cost of group formation.
The incentive-feasibility condition (4.4) now writes as:

(91)  Eapa, ([no(e) + hi (an)un(w) + Bl Ju (@G5 0 ) > 1 > 0,

Group !’s contribution must increase to cover this extra fixed cost. In response, informa-
tional frictions are more pronounced. Formally, the whole best-response mapping A} is
shifted upwards, modifying accordingly the set of possible equilibria of the game.

PROPOSITION 12 FIXED COSTS. Let (A, A_y) be an equilibrium of the game when both
groups form under asymmetric information and there are no fixed costs. If group | incurs
some small fized cost of formation (i.e., K; small enough), there exists a new equilibrium
(5\1, 5\,1) such that \; > \; (resp. >) and A > A (resp. <) if ug >0 (resp. <).

n

If the policy shifting effect dominates, (i.e., uj’ < 0), group [ gets a strategic advantage
when its own fixed cost of organization decreases since it also worsens free riding problem
for his rival. The opposite would happen had the status quo effect dominated (i.e., uy’ > 0).

Hlustration 3. Following Mitra (1999, 2002), several authors have endogenized the set of
active groups in complete information common agency models by assuming that groups
can only form if the political benefits of doing so cover a fixed cost of groups formation
(Krishna and Mitra, 2005; Brou and Ruta, 2006; Laussel, 2006; Leaver and Makris, 2006;
Martimort and Semenov, 2007; Bombardini, 2008; Redoano, 2010). Fixed costs have thus
only an impact at the extensive margin but no consequences on the intensive margin
since all active groups always use truthful strategies. Illustrating this approach in a trade
context, Bombardini (2008) provides some empirical evidence showing that, when the
distribution of firm sizes has a fatter tail, more firms are able to pay for the entry cost
and lobbying for protection is more effective. If firms have instead private information,
the incentive-feasibility condition (9.1) directly depends on the tail of the distribution.
Indeed, as the distribution puts more weight on higher types, h*(ca;) comes close to a; (o)
and the incentive-feasibility condition becomes easier to satisfy. Even without fixed costs,
asymmetric information alone offers an alternative justification of those findings.

COERCIVE STIGMA. Suppose now that each agent suffers from some reputation loss, or
stigma, if not participating to the agreement. The term % becomes negative and the
incentive-feasibility condition (4.4) is easier to satisfy. More coercive ways of enforcing
the agreement would thus shift group [’s best response downwards, leading to changes
in equilibria that mirror those of Proposition 12. Of course, there exists a value of those
stigmas in both groups beyond which efficiency can be restored, namely

Eoy o, ([uo(x) + hy (o) () + oz*_l(a_l)u_l(x)}zigza(;z();a__lﬁgafz))> 31

31See Makowski and Mezzetti (1994) for more general examples of conditions on budget deficit that
allows efficient implementation.
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10. WELFARE ANALYSIS

To understand how informational frictions within groups impact on welfare, we must
remind a logic which is now familiar from Section 9. Inefficiencies in group formation have
two effects on groups’ payoffs. First, for a given strategy followed by his rival, each group
would be better off if informational constraints within this group could be circumvented
so as to endow its lobbyist with an objective that would perfectly reflect the group’s
aggregate preferences. Second, informational frictions within the competing group also
contribute to soften competition. Each group benefits from facing a competitor with less
influence. The overall impact of those competing effects on the groups’ payoffs might
go either way. Getting unambiguous welfare results is thus difficult in general. We thus
content ourselves with pointing out a few effects that arise in specific contexts. The first
one is that frictions in coalition formation softens competition between symmetric groups.

PROPOSITION 13 GROUPS’ PAYOFFS. Suppose that Assumption 1 holds, groups have
the same size Ny = Ny = N, valuations are drawn from the same distribution on €2y =
Oy =[0,@l]. For N large enough, interest groups are ex ante better off under asymmetric
information.

Inefficiencies are pervasive in large groups when preferences are sufficiently dispersed
when Assumption 1 holds. Groups have no influence on decision-making. When both
groups face such a huge free riding problem, PM opts for the status quo which reflects only
her own preferences. Under complete information, groups of equal force would compete
head-to-head for influence, and the same decision would also be chosen.The difference
is that each group would pay a lot for maintaining the status quo just to avoid that
the other group tilts the decision in its own direction. From an ez ante viewpoint, the
groups’ expected gains remain the same under both informational scenarios. Yet, under
complete information, groups waste money in competing for PM’s services while they
refrain from doing so under asymmetric information. Asymmetric information moderates
lobbying competition and acts as a coordination device that stops wasteful lobbying.

Lllustration 4. The complete information common agency model suggests that conflicting
groups may use large contributions to preserve the status quo. This conclusion is at
odds with evidence. That there is so little money used by interest groups, the so called
“Tullock Paradox” (Tullock, 1972), is a puzzle that has indeed retained much attention.*
Ansolabehere et al. (2003) have found explanations on the demand side of the market
for influence, arguing that interest groups’ political campaign contributions only account
for a small fraction of the overall contributions that a legislator may gather. Focusing on
the supply side, Helpman and Persson (2001) offer a model where lobbying takes place
prior to a legislative bargaining stage. Competition between legislators for being part of
the majority leads to small contributions. Our model offers another demand side-driven
explanation. Groups reduce their contributions in response to internal free riding.

PROPOSITION 14 POLICY-MAKER’S PAYOFF. The policy-maker’s payoff is always lower
under asymmetric information than under full information.

By making lobbyists’ objective less sensitive to the decision, asymmetric information

32Gee for instance Leaver and Makris (2006).
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softens lobbying competition. It thus reduces the rent that PM extracts from playing
one group against the other.

11. DISCUSSIONS AND EXTENSIONS

This section discusses several extensions. Section 11.1 investigates the consequences of
having individuals with no veto power on group formation. Section 11.2 shows under
which circumstances free riding on participation may also arise and whether it has any
bite. Section 11.3 shows how our results should be modified when groups have congruent
objectives. Section 11.4 highlights what sorts of ad hoc reduced form models could be
used to model frictions in collective action problems. Finally, Section 11.5 shows how our
framework can account for the possibility that interest groups have internal redistributive
concerns and may follow simple, robust but suboptimal decision processes.

11.1. Veto Power For Key Players Only

Following the mechanism design literature, we have assumed that unanimous agreement
was required to enforce a group mechanism. Beyond, we may ask what would happen
if only a few players had veto power. Frictions are certainly of a lesser magnitude in
that scenario. More specifically, suppose that agents indexed by i € {1,...,Nl} have
no veto right while those indexed by ¢ € {Nl + 1,...N;} have such right. Importing an
important insight due to d’Aspremont and Gerard-Varet (1979) into our specific context,
we know that Bayesian incentive compatibility for agents with no veto power comes for
free. Everything thus happens as if their preferences were common knowledge within the
group. This immediately leads to redefine the lobbyist’s preferences for that group as:

Nl N; 3 1
1 : : A 1= Fi(a)
(11.1)  B%(cy) = max { — a; + a; — - ; ;0
: Ny ; : ‘EN:H YA fila))
i=N;

Here, )\ is the Lagrange multiplier for the new incentive-feasibility condition

=, z(Bi(au),B-1(a—y))
(112) Eaya, ( [u0(a) + Fi(eaym(e) + pafaau(a)]” "= ) 20
T\U,p_1(x—;

=, 1 N . N, 1-Fi(o})
where hf(ay) = N, (Zz:ll o — Zi:lNl+1 fz(ili)l ) ’

There is nothing specific to the analysis of such environments with limited veto power
and our previous results would apply mutatis mutandis. The only difference is the lesser
inefficiency coming from the fact that free riding is less of a concern.

11.2. Free-Riding on Participation

Following a standard assumption of the mechanism design literature, we have posited
that the whole group breaks down and thus can no longer influence PM whenever any
member vetoes. Another interpretation is that the group can commit to stop lobbying
if not all members agree. Such commitment is of course a strong requirement that exac-
erbates the conflict between incentive compatibility and participation, assuming a very
weak outside option following veto. Alternatively, we could assume that the mechanism
can still be somewhat enforced, and coordination somehow continues even if an agent
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fails to ratify.** In such scenario, free riding is on participation as well. A non-ratifying
agent now free rides on the influence of those who remain organized and active.

There is a plethora of possible scenarios to describe such limited commitment envi-
ronments. The simplest one is to assume that, had agent ¢ vetoed the mechanism, that
mechanism still enforces the allocation £;(0, ;") (which is a possible offer in the menu if
a;, = 0, an assumption that is made from now on). The mechanism thus relies on the sole
contributions of ratifying agents. Free riding on participation is thus prevented when:

a

B (B0, ), B e ).

(11.3) Ui(a}) 2 Ui (a)) = &
!

A priori, this participation constraint looks more stringent one than (2.5) because the
right-hand side is non-negative. Frictions in group formation might now be more signifi-
cant. Nevertheless, observe that U4/ (0) = 0 and

(o) -Uf (@) = - (Bt (BulAi(af, @), Aalecr)) = Bu((0. ), alar)))) 2 0

where the last inequality follows from the fact that Ea;i,a_l(Au(ﬁl(O‘;a o), Bo(ay)) is

non-decreasing in ;. Those conditions, taken in tandem, ensure that (11.3) is only binding
at a; = 0 if it is so. Hence, (11.3) is no more stringent than the standard veto constraint
(2.5). When ¢; = 0, all our results are thus robust to free riding on participation.

11.3. Congruent Groups

Considering only two groups with conflicting preferences is consistent with casual evi-
dence reported by Hula (1999). Interest groups with congruent interests tend to coalesce
to push their own collective interests. Keeping two conflicting groups is thus a way to
short-cut the full-fledged modeling of such coalitions.

Nevertheless, the case of two congruent groups is interesting for its own sake, and an
Online Appendix briefly develops the corresponding analysis. A first important feature
that distinguishes this analysis from the case of conflicting interests is that, even un-
der complete information on preferences, inter-group free riding now arises. Indeed, the
equilibrium contributions that are determined at the common agency stage of the game
are no longer VC'G payments. Congruent groups design contributions so as to leave PM
indifferent between taking both contributions and his next best option which is now to
refuse all contributions and choose his most preferred status quo policy free of any in-
fluence.** Because now contributions are no longer VCG payments, groups do not pass
sincerely their aggregate preferences to their delegates. Each group shades its preferences
to reduce its own share of the cost of moving PM away from the status quo. Congruent
groups thus enjoy efficiency gains when merging.

Under asymmetric information, those gains should be compared with the information
rents that accrue to group members. When groups remain split apart, vetoing the mech-
anism is not very costly for any individual. Provided that the other group forms, the
decision is indeed already tilted in the right direction. Both the net benefits from forming

33See Martimort and Sand-Zantman (2016) for another mechanism design example of such scenario.
34In the parlance of Laussel and Le Breton (2001), the “no-rent property” holds in this setting.
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and the information rent that any individual can get from doing so are rather small under
this scenario. Instead, when congruent groups are merged, each individual by vetoing the
mechanism induces PM to choose the status quo, a decision which is further apart. The
net benefits from forming and the information rent of any individual both increase under
this scenario. Whether asymmetric information is more of a blessing with split congruent
groups or with a merger is thus generally difficult to assess beyond specific examples.
The Online Appendix nevertheless provides an example where efficiency gains dominate
even under asymmetric information. Congruent groups may then prefer to merge to solve
their collective action problems. This insight justifies our earlier focus on two groups with
opposite preferences throughout the paper.

Extrapolating a bit, this insight also provides a rationale for not looking at the pos-
sibility that a single individual may want to deviate from his group and directly lobby
PM; a scenario that reflects an extreme case of congruence between his own objectives
and those of his peers. Yet, the exact conditions under which agents with congruent pref-
erences prefer to form coalitions rather than directly contributing on their own are left
for future research.®”

11.4. Towards an Informational Theory of Transaction Costs

The literature on lobbying and regulatory capture has repeatedly referred to the idea
that groups incur transaction costs when targeting a policy-maker. In a nutshell, if a
group’s stake for changing a policy is a«Au and the group exerts some influence on PM
by paying him 7" dollars, then its net payoff writes as

(114) aAu— (1+p)T

where the quantity p7" can be interpreted as the transaction costs of transferring those 7'
dollars. One possible justification for such formulation is that transfers entail a deadweight
loss that might reflect the imperfect enforceability of side-contracts.?® Our analysis sug-
gests that the group’s organizational costs for collective action provide firm foundations
for such transaction costs.

In Bernheim and Whinston (1986)’s model of economic influence or in Laffont and Tirole
(1991)’s model of regulatory capture, such deadweight loss is group specific. Equilibrium
policies then reflect the distribution of transaction costs across groups. An important
albeit hidden assumption is that those frictions are independent of the group’s stakes
and transaction costs do not depend on the institutional environment in which this group
evolves. In particular, whether there is competition against other interests or not has no
impact on those costs. Even when deadweight losses are nonlinear as in Esteban and Ray
(2001), a partial equilibrium perspective is adopted, fixing frictions at the outset. This is
certainly a valid first step but the simple formula (11.4) above is only an approximation for
the informationally-founded approach that we advocate in this paper. Policies have indeed
an impact on the stakes for group formation. To showcase the possible modifications that

35When agents contribute directly, the game is akin to a Bayesian all-pay auctions. Examples of such
games have been studied by Alboth, Lerner and Shalev (2001), Laussel and Palfrey (2003), Barbieri and
Malueg (2008), and Martimort and Moreira (2010).

36Martimort (1999) and Faure-Grimaud, Laffont and Martimort (2003) have proposed models that
endogenize those transaction costs when the relationship between a (single) interest group and the
policy-maker is impacted by either asymmetric information and/or enforceability problems.
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modelers should adopt when introducing transaction costs in reduced form models, we
might interpret our previous results in terms of the informational transaction costs that
characterize inefficiency in group formation. Consider an equilibrium (A;, A_;) of the game
and define the informational transaction costs of group I’s payments, say py(ay, \;), as

1 Nl 1_Fl(a§)
)\l N, Z’i:l N al
(11_5) Ml(ala)\l) = Ty lN A 1( l)l—F i
T Almax {L SN i - L Fed) O}
N, =11 1+N fi(eg)

with the convention that py(ay, \;) = +00 when the denominator is zero.

Equipped with this formula, we may check that for all vectors (e, a_;) the equilibrium
weights (5, 5_;), and the subsequent decision z(/3;, 5_;) are the same as those one would
have obtained by assuming that groups form under complete information, but that there
is a deadweight loss of transferring money to PM that would be given by p;(ay, A;). In
that scenario, each group would thus maximize the following objective:

of () Ea_, (Au(By, B-i(a))) — (1 + pleu, \))Ea_, (T1 (81, B-i(ex-1))).

This formula is very close to the reduced form (11.4) above. Yet, it shows that, when
adopting a reduced form approach, modelers should make transaction costs dependent
on various parameters whose importance has been overlooked in previous research. The
profile of preferences within the group, the strength of rivals and the stakes of the decisions
are all important ingredients that should appear in any ad hoc specification of transaction
costs. In turn, such foundations might also suggest a whole set of new comparative statics
to understand group behavior in politics. This could be the purpose of future research.

11.5. Towards A More Detailed Analysis of Intra-Group Decision Processes

OBJECTIVES. In our analysis, interest groups have utilitarian objectives. They maximize
the sum of their members’ expected utilities. Although this criterion of ex ante efficiency
provides an important comparison with the complete information scenario and has thus
received much attention in the mechanism design literature (Myerson and Sattherwaite,
1983; Laffont and Martimort, 1997), other selections on the Pareto frontier of incentive-
feasible allocations could have been considered. In the spirit of Holmstrom and Myerson
(1983) and Ledyard and Palfrey (1999), the whole set of interim allocations is obtained
by giving type-dependant social weights to the various incarnations of the same agent.
Typically, the objective functions in group [ would write as

Z Eo (vi(a)U(}))

with the normalization E,:(vi(aj)) = 1.

Generalizing our previous approach, we would find that group [ chooses a preference
parameter for its lobbyist which is now given by

(11.6) B(c) :max{%lzm(af) —1—%;0}
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where T'j(af) = fjl (a) fila)da € [0, 1] stands for the cumulative social weight on the
l

upper tail.*”

Of course, this definition replicates (7.1) for a utilitarian objective. Beyond, there is
a plethora of equilibria of the overall game of group formation cum lobbying. Those
equilibria correspond to all possible distributions of social weights in the two groups.
In sharp contrast with the complete information scenario, asymmetric information thus
introduces some indeterminacy in the outcome of the political process. This indeterminacy
is not due to strategic considerations; there is a unique equilibrium for a given pair
of distributions of social weights. Instead, it follows from the leeway in choosing those
weights, maybe in response to social norms and ethical considerations that pertain to the
groups themselves.

DECISION RULE. In our analysis, each group chooses a point on the Pareto frontier
of the set of incentive-feasible allocations. This point is implemented with a Bayesian
mechanism that relies on the fact that members of the group have detailed knowledge
on types distributions both within and outside the group. Alternatively, we could have
insisted on more robust mechanisms.*® The following one, suggested by a referee, is budget
balanced, induces voluntary participation by all types and is implemented in dominant
strategies which do not require such specific knowledge of distributions. The mechanism
goes as follows. First, members of the group report their preference parameters. Second,
the agent with the smallest such value is selected to serve as delegate and the contribution
paid to PM is equally divided among all members of the group. Although not on the
Pareto frontier, this mechanism clearly induces behavior very close to those obtained
in our Bayesian scenario. To illustrate, consider the case of a large group. This group
behaves like a «; agent with probability close to one. Free riding can be significant and
prevents any intervention when o; = 0. Beyond, asymmetric information still has a role
in moderating competition between groups, in particular by reducing payments to PM
and favoring moderate policies.
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ONLINE APPENDIX A: PROOFS OF THE MAIN RESULTS

PROOF OF PROPOSITION 1: Laussel and Lebreton (2001) identify the properties of the lob-
byists’ payoffs at truthful equilibria of the common agency game with those of a cooperative
game whose characteristic function is the payoff W(p1, 52) of a coalition including a subset
of lobbyists and PM. These payoffs are defined in terms of the vector of induced preferences

(B1, B2) as:
W (B, B2) = max ug(x) — ABz = ug(p(AB)) — ABp(AB).

To illustrate, W (0, f2) stands for the payoff when group 1 fails to get organized and a similar
convention applies to W (31,0) when group 2 is not organized. In our context with conflicting
interest groups, this cooperative game turns out to be sub-additive since:

W (B1, B2) + W(0,0) < W(B1,0) + W (0,52) V(B1,B) € R3.

Laussel and Le Breton (2001) then demonstrate that there is a unique truthful equilibrium with
each lobbyist’s payoff being his incremental value to the grand-coalition’s surplus, namely:

(A1) Vi(Bi, B—1) = W (B, B2) — W(0, B-1).

As a result, PM gets a positive share of the value of the grand-coalition:

W (B31,0) 4+ W (0, B2) — W(B1,32) = W(0,0) =0

(with a strict inequality whenever ; > 0 for all [). PM pits one lobbyist against the other to
extract a positive surplus. Using (2.2) and the expression of the lobbyist’s payoff in (A.1) yields
the expression of lobbyist I’s contribution, T;(5;, 5-;) = T;(x(b1, 52)), as (3.1).

Under complete information, group {’s net gains from forming can thus be written as:

ZEaz U (af)) = EBaya; (07 (ar) Auy(By(cu), B-i(a—r)) — Ti(Bi(on), B-i(e—r))) -

Using (3.1), Zfﬁl Eq, (U (a})) can be simplified as being:

(42) B (1) + o (@hu(o) + Sl QL)
Fix o and consider the maximand

(A3)  Ea, ([uo(@) + af (@)ula) + B_i(a_gu_i(@) FEI05-e).

Differentiating with respect to f;(a;) this expression yields:

B ( (shleBulan). Ba(a-n) + (-1 o (o) = Bale-0) 57 Glan), Bosla) )

efe
Taking into account that z(8;(cy), B_i(a_;)) = o((=1) (B_i(a_;) — Bi(ey))), we obtain

(~1)!(af (eu) — (o)) Ea (ﬁwl(al)ﬂ (o m)

The objective function of group I (A.3) is thus quasi-concave in 3;(a;) and (3.2) is both necessary
and sufficient for optimality. Q.E.D.
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PROOF OF LEMMA 1: NECESSITY. Fix _;(), and consider any incentive-feasible mechanism
G;. To keep notations simple, we define the expected utility gains and expected payments for
agent i who reports having type & ; respectively as:

Gi(ap) = EEaf’}mz (Aw(Bi(a], o), B-i(@))) and T} (&) = Eq— (ti(d7,0q7)) -

With those notations, incentive compatibility constraints (2.6) can be written as:

(A4)  Uj(a)) = max ajGi(&]) — T/ (7).

d;GQl
Z/lli is convex as the maximum of linear functions. It thus admits a sub-differential 8Mf(af) and

Gi(al) € oUj(al) at any of. Since X is bounded above, U} is also Lipschitz continuous. It is
thus also absolutely continuous, i.e., a.e. differentiable and admits the integral representation:

o . o
(A5)  Ui(od) = Ui(a) + / Gi(a})da
o

This condition rewrites as (4.1). Finally, convexity of U] amounts to G non-decreasing.

SUFFICIENCY. Suppose that the allocation (U4, G}) satisfies (4.1) with U} convex (i. e, G non-
decreasing). By convexity, U] admits a subdifferential that contains G%(4}) at any a:. Incentlve
compatibility then follows since:

ajGi(a)) = T (o)) = Ui (o) > Ui (&) + Gi(a]) (o] — &) = ajG(a}) — T (a])-
Q.E.D.

PROOF OF LEMMA 2: NECESSITY. Taking expectations of (2.7) with respect to a yields:

(A.6) ZE —U()) = Bapa (Ti(Bi(eu), Bi(@1))) > 0.
Using (4.1) and integrating by parts, we obtain:

B QD) = (o) + By (G0

Inserting into (A.6) and simplifying yields:

ZE (lu(a))Gi(al)) = Eaya_, (Ti(Bileu), B-i(e)) = Nitdj (ay) > 0

where the last inequality follows from (2.5). This condition can be written as:

(A7) Eapa_, (M (ca)du(Bi(au), B-i(a—q)) — Ti(Bi(eu), B-i(c—y))) > 0.

Using the expression of payments from (3.1) yields (4.4).

SUFFICIENCY. Consider an allocation that satisfies (4.4), or (A.7) once (3.1) has been used, and
such that G is non-decreasing. Define now a rent profile such that (A.5) holds and

L By (Ti(Bi(cn), Boi(a))) > 0.

(A8)  U(y) = Ea;; (hl(a%)G;(O‘;)) N
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From Lemma 1, such allocation is incentive compatible. From the fact that L{li is non-increasing,
(A.8) also implies that (2.5) holds everywhere. Moreover, the expected payment 7, satisfies:

(A.9)

12

(o) = aiGi(ai) - [ Gil@i)dai ~ By (ha)GilaD) + 5 Eavn i (Ti(Ai(a0). S-i(c-1)

=1
Taking expectations and integrating by parts, we get:

1

(A10) Ey(T(eh) = 5

Eal,a_l (Tl (ﬁl(al)a ﬁ—l(a—l)))'

From the expression of 7;(a}) in (A.9), we reconstruct the payments ¢!(cy) as follows:

(A1) fi(n) = B, (Ti(Ai(a) fala0)) + wila) - 17 S elled

J#z
where ¢i(al) = T (ad) — —]E ~i o (Ti(Bi(eu), B-i(ce—))). Observe first that JEa?(cpf(a})) =
Eag(ﬁi(af))—]\%Eal,a,l(Tl(ﬁl(al) B_i(a—;))) = 0 from (A.10). Second, we also have Ea;i(flé(al)) =

77(@%) so that Bayesian incentive compatibility and veto constraints are preserved. Finally, we
can check that budget balance (2.7) is satisfied when (A.11) holds. (The payments 7;" and t;
actually do not depend on 4, so that all agents obey to the same contribution rule.) Q.E.D.

PROOF OF PROPOSITION 3: Expressing the incentive-feasibility condition (4.4) for fi(ay) =
o (ap) (I € {1,2}) and developing yields (5.1). Turning to Item 2. of Lemma 2, observe that:

Bt o, (Auaj(ar), 0 () = (1) Eq-i o (@(af (o), 0" () = 2(0, 0% (a0))).

1

Since z(8;, B—1) = o((=1)Y(B_1—B;)) and ¢’ < 0, the r.h.s. above is non-decreasing in ai. Q.E.D.

PROOF OF PROPOSITION 4: Taking limits as N; — 400 and using (6.1), the policy chosen by
PM converges a.s. towards:

(A12) z(af,a () = arg rr)éax uo(x) + afu(z) + o j(a—j)u_i(x) Va_y.
xe

Taking limits as INV; — +o00, and again using (6.1), (5.1) certainly fails when:

(A13) Eq ([UO(iﬁ) + aquy () +a*_l(a_z)u_l(zr)]wiglaal)(a z))) <0.

Notice that (0, a* ;(c—;)) = arg max uo(x)+oqu(z)+a* (o—;)u_;(x) when a; = 0 and observe
TEX
that z(af, o (a_;)) # 2(0,a” ;(a_;)) when aof > 0. We thus have:

(A.14)  [uo(w) + quy(z) + a’il(a_l)u_l(x)]x(o’a”) p >0 Vo

‘T(aleﬂl*,l(a*l

Taking expectations expectations over av_; yields (A.14) as requested. Q.E.D.



FROM INEFFICIENT GROUPS FORMATION TO INEFFICIENT POLICY-MAKING 37

PROOF OF PROPOSITION 5: To check whether an efficient equilibrium exists when N; and
N_; are both large enough, suppose that group —I[ has chosen an efficient appointment rule,
ie., Bo(a_;) = o (a_;). Condition (5.1) certainly holds for N; large enough when:

z(af,0r ()

(A.15)  [uo(w) + quy(z) + O‘*—l(a—l)u—l(x)]z((),oﬁ;l(a_l)) >0 Va_j.

y (A.12), the following strict inequality holds when z(of, o ;(a—;)) # 2(0,a* ;(a_y)):

I(O‘l o l(a 1))

[uo(z) + afw(z) + o j(a_)u_y(x )]x(O ot (o)) 0 Va_y.

Thus, (A.15) also holds if of — ¢y is small enough and a; > 0. Taking expectations over a_;
yields (5.1). Individual contributions can then be reconstructed following the proof of sufficiency
in Lemma 2 with efficient appointment rules. Q.E.D.

PROOF OF PROPOSITION 6: The mechanism design problem for group I can be written as:

Ny

(GF) : mangEal U (al)) subject to (2.4), (2.5), (2.6) and (2.7).
bi=1

We shall neglect the monotonicity condition, i.e., Eal_i’ail(Aul(ﬁl(af,afi),ﬁ,l(a,l))) non-
decreasing. This condition will be checked ex post on the solution of the so relaxed problem.
Taking into account (A.2) and the fact that (2.5), (2.6) and (2.7) can be aggregated into a single
incentive-feasibility constraint (4.4), we rewrite (GF) as:

max Eoya_, (uo(z(Bi(an), Boi(a_y))) + o (eq)w(z(Bi(eu), B-i(a—))) + Boi(c_)u_i(z(Bi(cu), Bi(c—y)))

Bi(c)>0

subject to (4.4). Let denote by \; the non-negative Lagrange multiplier for this constraint. The
corresponding Lagrangean satisfies (up to terms independent of §;(a;)):

(1+>\Z)Eal,a,l< o(z(Bi(ew), B-i(a_1))) + Bi(ou, M) (z(By(cw), B-i(a—y))) + Boi(e—)u_i(z(Bi(cu), B_i(a_y)))

where we define Bl(al, ) as

1— F(ad
(A16)  Bilay, \) = Zal l—i-l)\z fl(ClVE)al)
!

For each possible realization of «; the optimality condition in f;(e;) under the constraint
Bi(a) > 0 writes as follows:

(A.17)
Eaja ((Ué(x(ﬁfb(al),ﬁ—l(a—z))) + (=D Bi(eu, \) — ﬁ—l(a—l))> (B (al),ﬁ—l(a—l))) <0.

We distinguish two cases.

L. Bi(cu, \t) > 0. Observe that, by definition, z(8i(cu, A1), B-i1(a—1)) = o((=D)!(B_i(a;) —
Bi(ay, Ar))). Thus, (A.17) is satisfied as an equality by

(A18) Bi%(cu) = Bi(au, M) > 0
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2. Bi(ay, \) < 0. Because (0, B_;(a_;)) = o((—=1)!B3_i(c_;), we deduce that:

(A.19)

(@0, Bt(ev-))) + (=) ulen. M) — Bs(—0)) = (1) Fuleu. ) {i oo

Observe now that:
ox
0B ﬁ

Putting together (A.19) with (A.20) and using (A.17) yields:

(A20) —=(B1,B) <0 < ——(B1, Ba).
(A21) B(ay) =0.
Gathering (A.18) and (A.21) finally gives us (7.1).
Moreover, because of the monotonicity condition of the hazard rate, be is non-decreasing in

ozf and L{f is convex as requested by Lemma 1. Q.E.D.

PROOF OF PROPOSITION 7: We rewrite (7.2) by means of integrals inside the expectation as:

(A.22)

Eooi /Oa( )a; (8. B-a(e1)) (uh(a(B. Ba(@-)) + (1) (of () = Boi(e-1))) dB)

N, ; *
Ly L qh L= F(a])) o) oa a
<( 1)Em,al((Nll§,: i) )/0 o, B 01 z))dﬁ>-
(

Using the fact that x(8;, ;) = o((—=1)"(B_; — B)), (A.22) becomes

aj(ay)
(423) (~1'Eaa, (/0 (0 (e) — ) o (8, B-i(e ))d5>

B

iy wer (1§81 Fia)
< 1>Eal,a_l</0 (Nuzl ) S0 (e )

Using the Law of Iterated Fxpectations, we can rewrite:

aj(au)
Fe, (/0 (af (cu) - B) 5(5&( >>d5>

o (o) .
5y (3o ([ 0 ) 25155t e o)

_ /0 (/0 (o] - B) 85(5/3( ))d6>¢m(a2‘)da7-

Integrating by parts, this last term becomes:

o

[—(1 ~ax(a) [ (i -8 5

(8.5 (a—z))dB]

0
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+/0al(1—‘1>zvl(oz?‘)) ((a? )gﬁ (af s Bi(e—p)) + Oal a;; (83, B_i(a ))dﬁ) dos.
Or, simplifying
(A.24)
a;(al) . B B 1— (I)Nl(azk) al al‘
Eo, (/0 (a7 (eu) B) 98, (/B B-i(cx ))d/8> =Eq ( o (af) s 98 (B, Bi(c ))dﬁ> .

Using again the Law of Iterated Ezxpectations, we also get:

1 1— F(ad)) [oe) oz N
(A25) Ea, (( N Tl ) | a6 l>>d5>

B i N 1—ﬂ(a;) af (ag) or i} .
= Eo; (Eaz ((Nz 2. hal) >/0 a7, =7 (B, Boi(ay))dBlag (au) —al>>

RIS 1) DN WYL
(Nl. Filad) o ( l)—%) A 5(55 (e ))dﬁ>-

Using (A.24) and (A.25) and taking expectations over a_;, Condition (A.23) becomes:

(A.26)

. 1_¢Nl(a?) o i al 1_}7[(06;) ofHa) = oF o lax
Ealva—l (( ngl(aZk) IEOﬂl <Nl; fl(a;) | l( l) - l))/o ( )86 (ﬁ B ( ))dﬁ> < 0.

Observe that this inequality cannot be strict for N; = 1 since the first bracketed term is identi-
cally null. Suppose thus that N; > 1. Observe then that fal - l (351 (B, B ))) dp is

. S g 1-®pn, (a 1-Fy(a} .
increasing in o while Wofzﬁ)l) —Eq, (N% vall e l l laj (ag) = 2“) is decreasing in a; from

Assumption 2. Hence, those two functions covary negatlvely

Since o; = 0 from Assumption 1 and o has mean a°, it can be checked that:

Ea* (1 _q)Nl(azk)) — af —q = af.
"\ owlag) a

Using the Law of Iterated Expectations, we also get:

1 Ny 1_le(ai) N 1—-F '
Ea* Eal NT 7l i =aq] :Eal i
( (Nz; o)1) al)) ( = e

&, I‘Fl(“f)):ae_a:ae
Ea?( filag) B .

Therefore, we obtain:

Z[=

Ny

(el (195 1=FE@D Lo )
(A.27) Eal( on, () o (le fi(a}) o o) = l))

=1
Because of the negative covariance pointed out above, we thus have:

N

N EICH LA, Lo Y
Eo; (( o, (o)) Eq, (Nz; filad) o] () = z))/o (—1)'Eq_ <86(f35 (a ))>d5><
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N B I ) O R R N i T TP
qu (( ¢Nl(06?‘) Eal (Nl; fl(a?) ‘ l( l)_ l)))Eal (/0 ( 1) Ea,l (6,&(5’54( _l))dﬂ))

<0
where the last inequality follows from (A.27). Therefore, Condition (A.26) holds. The feasibility
condition (4.4) does not hold for 3;(a;) = ] () and necessarily A; > 0. Q.E.D.

PROOF OF PROPOSITION 8: First, we prove a preliminary Lemma.

LEMMA A.1

Ea (Ti(B1, B (c—1))) >0 VB > 0.

PROOF OF LEMMA A.1: From (3.1) and the definition of z(8;, 8%%(c_;)), we can write:

B
(61,8 o) = [ (a3, 8% a)) + (1) 8% @) 55 5,5 -

and thus

B

Bi r
(A28) Ti(B, B (ay)) = /0 (—1>l+1/s§ﬁlw,5s%<a_l>>dﬁ.

Thus, Tl(ﬁl,ﬁfbl(a_l)) > 0 if 8; > 0. Therefore, mi[l(r)lj Tl(ﬁl,ﬁibl(a_l)) > 0 since the min-

a_ €0,
imum of a continuous function on a compact set is achieved. The proof then ends by taking
expectations. Q.E.D.

Assumption 1 implies that Ea§ (h (a;)) = oy = 0. Let us make the dependence of the sample

mean on N explicit, namely hj; (o) = Nz Z 1 lu(ad). For any given M\ € R4, we now define

N, < .
A 3 1 ; AN 1= Fi(ap)
ﬂl(al,Nl,)\l)Emax — ol — ~ : ;0 .
Nl; i A

Since |Au(Bi(-, -, \r), 6%)] is uniformly bounded in N on [0,@] x N, (6.1) implies that

(A.29) hy,(cu)Eq (Auz(ﬁz(az,Nz,Az) B (e z))) Nlaﬁmﬁ

Since convergence almost surely implies convergence in law, we get

(A.30)  lim  Eapa. l(th(al)AUl(Bl(atha)\l) B% (o z))) =0.

Ni—oo

In addition, we have

R . 1
A31) Bila;, N, N) 3 af — —(f —aq)=—0af >0
( ) l( l l l) Ny— oo l 1+)\l( l l) 1+)\l l

where the last equality follows from Assumption 1. Therefore, for all A\l < +oo, Lemma A.1
implies:

(A.32) lim Eala . Tl(,Bl(Oq,Nl,)\l) B (Oé l))] > 0.

N;—o0
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It follows from (A.30) and (A.32) that:

Jim o Eaa hiv, (0a) Aw(Bi(ou, Ni, N), B2 () — Ty(Bilou, Ni, Ay), B (ey)) | < 0.
l

Therefore, for any N o> 0, there exists N¢ such that, for N; > N€, the incentive-feasibility
condition for group [/, namely (4.4), would be violated with the appointment rule 3;(ay, Ni, ;).
Hence, the Lagrange multiplier A\;(N;) of the incentive-feasibility condition (4.4) must satisfy
Ai(N]) > A\ to ensure that the incentive-feasibility condition (4.4) holds as an equality for

; 1-F(od . { . .
ﬁlsb(al’ N;) = max {N% (vazll a) — lil;ljzle\;l) fl(lOE;l)) ;O}. Since )\; is arbitrary, we get:

(A33)  lim  N(N)) = +oo.

NZ%OO

Condition (A.33) also implies the following convergence in probability for 8;°(cy, N}):

Bt e, Ny) | B max {E,y (hu(af) 30} =0

1—+00

since, from Assumption 1, Eqi (hi(c)) = oy = 0. Hence, (7.4) holds. Q.E.D.

PROOFS OF PROPOSITIONS 11 AND 12: Assume that uj’ > 0. From Proposition 10, the map-

ping A} is everywhere non-decreasing. Since 0 < A_;, we thus get N o= A7 (0) < A;. Finally,
the opposite condition holds if uj’ < 0 which ends the proof of Proposition 11. The proof of
Proposition 12 is similar and omitted. Q.E.D.

PROOF OF PROPOSITION 13: Let consider an equilibrium of the game obtained when the com-
mon size of the groups is Ny = Ny = N. It corresponds to the appointment rules (be(-, N),B%%(-,N))
where the dependence on NV is again made explicit. It is easy to check that the limiting behaviors
described in Proposition 8 still apply when both groups have variable sizes:

(A.34)  lim  N(N) = +oo and ﬁfb(al,N)N% 0 Vie{l1,2}.
—+00

N—oo

Reminding that the ideal point of PM is 0 and that the function z(8{%(cy, N), 8%%(ce_;, N)) is
continuous, (A.34) implies the following convergences in probability:

Aul(ﬁlsb(al’N)’Bibl(a—laN)) Nioo 0.

Inserting (A.34) into (A.28), we also deduce that

Ty (0, N). f% (et N)) B> 0.

Defining group I’s overall payoff as
U (a, g, N) = ay(aw) Aw (B (e, N), 8% (i, N)) = Ti(B" (cu, N), B (as, N)).
We thus have

P
Uy, a_;,N) & 0
(o, ay, )N—H-oo

and

(A35)  lim  Eoy e (U (s, a1, N)) =0
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Suppose now that both groups form under complete information. When the profile of prefer-
ences is (ay, a_;), group I’s payoff writes as:

U (ey, ey, N) = aly(an) Aug(ady (au), @y (@) — Ty (en), oy (@)

aj (o)
U (eu, a1, N) = W(a(ou), o (ep) =W (0, () = /0 (—1)'w(a, oy (cu))da.

Thus, we get
ae
U, N) B W(as,af) — W(0,a%) = / (—1)2(a, 0%)da < 0
N—+o00 0
since sgn(x(a,a®)) = sgn((—1)"*1) when a € [0, a®]. Taking expectations yields:

(A36) lim  Eqa (ulfb(a,,a,l,N))<o.

N—oo

The result then directly follows by comparing the r.h.s. of (A.35) and (A.36). Q.E.D.

PrOOF OF PROPOSITION 14: We show that PM is always worse off under incomplete infor-
mation in the ex post sense. The ex ante result will directly follow by taking expectations. The
total contribution Ty (5, B—;) received by PM and his payoff write respectively as:

To (B, B-1) = [Bru—i(w) + uo(2)|205 5 ) + (B (@) +uo ()25
and

Uo (B, B-1) = uo(x(B1, B—1)) + To(Br, B-1)-

Differentiating with respect to 5;, we get:

%(5175—1) = w(z(6,0)) — w(x(6r, B-1)) + @(ﬁz, 0) (up(x(B1,0)) + Bruy(w(51, 0)))
aﬁl 851
‘g;zwl,ﬁ_» (uo(x(B1, 1)) + By (x(B1, B-1)) + B’y (x(Br, B-1))) -
Using the definitions of xz(3;, 5_;) and x(0, 5_;), the latter expression becomes:
(szﬁl?(ﬁl,ﬁ—l) = w(x(B,0)) — w(z(B, B-1)) = (=1)!(x(B1,0) — 2(B1, B1)).
It follows that:
gzgl)(ﬁl,ﬁ—l) >0 V5 >0.

Therefore, for all 8; < of, B_; < o, the following string of inequalities holds:

Uo(Br, B-1) < Uo(af, B-1) < Uo(a],a’).

In particular, we may take 3 = B3;%(cy) and B_; = 3*%(a_;). Taking expectations, and taking
into account that those inequalities are strict on a set of positive measure, we finally obtain:

Eoya (Uo(B7 (), B2 (1)) < Eaya, Uo(a (u), B2 (1)) < Eayay, (Uo(af (eu), o (ay)))

which ends the proof. Q.E.D.
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ONLINE APPENDIX B: PROOFS OF SECTION 9

PROOF OF PROPOSITION 9: Let us first define for any non-negative value A, Bl(al, A) as:
(C.1)  Biloy, A) = max {Bl(ala)\)50} :

Observe that ﬁl(al,O) = of and 3[(041, ) = B%%(cy) when ) is the equilibrium value of the
Lagrange multiplier for group [. Define the function W, from Ry x Ry on R as:

(C2)  WIAA-) = Eaya, (AWl (), Ao ), Bsleri, A1)

where

x(ﬁlaﬁfl)

(C3)  AW(By, B, 1) = [uo(x) + Bru(w) +ﬁ_lu_z(x)L(0 B

LEMMA C.1  The mapping Aj(A—;) such that Wi(A; (A1), A\—;) = 0 is defined on Ry, single-
valued and continuous.

Proor or LEMMA C.1: We start with three preliminary results.

REesurt C.1
oW,
A4
(C4) ST >

PRrROOF OF RESULT C.1: It can be shown that Wj(\, A_;) is differentiable in A. Differentiating
(C.2) with respect to A, we find a.e.:

(C.5)

ow,

T A = (-)'Eaga, ((hi(ao—ﬁz(az,») o

. . 0B,
8751(6[(0”’””8’[(0"“)\ Doy (al,)\)> -
From (C. 1), we get Bi(ay, \) > hi(oy) with a strict inequality since A < 4+oc0. From (C.1), we

also get: 85 L(a, A) <0 at all points of differentiability, a.e.. Gathering those facts with (A.20)
and 1nsert1ng into (C.5) yields (C.4). Q.E.D.

REesurTt C.2

(C.6) lim Wi\ A_p) >

A——+o00

PRrROOF OF RESULT C.2: Define now 5°(ay) = max {h}(cay);0}. We can compute:

lim Wi\ A) =Eqja <AWl(h7(al),ﬁf°(al), Bala, )\—l)))
A—+o00

When £7°(aq) = hf (o) > 0, 2(57°(cu), ;) is the unique maximizer of ug(x) + 5°(ay)u(x) +

B—u_i(x). From which it follows that AW;(h; (ay), 37°(cu), B—i(c—;, A7) > 0. Since 57°(ay) >

0 on a set of positive measure, it follows that (C.6) holds. Q.E.D.
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REsuLT C.3  Suppose that Assumptions 1 and 2 both hold, then we have:

(C.7) Wi (0,A-;) < 0.

Proor or ResuLT C.3: Taking into account §j(ay,0) = o) (ay) > 0, (C.7) amounts to Con-
dition (7.2) which holds, from Proposition 7, when Assumptions 1 and 2 are both satisfied.
Q.E.D.

Putting together Results C.1, C.2 and C.3, there always exists a unique solution \; > 0
to Wi(A;, A_;) = 0. A} is thus single-valued. The mappings A} is also continuous on [0, 400).
Indeed, consider any converging sequence \";, and denote A_; = lim  A",. We want to show

n—-+40o
that

: *OV\TL O\ A K
(C8)  lim  AJ(AL) = A7 (A).
Observe first that A7 (A\",;) is bounded. Indeed, if it was not the case, there would exist a subse-
quence A} (/\f(ln)), where ¢ is an increasing function from N into N, such that lirf A} (/\f(ln)) =
n—-+0o0
+o00. From the fact that WZ(A;‘()\f(ln)), Xf(ln)) = 0 for all n, it would follow that W;(4-00,A_;) =
0. This is a contradiction since W;(+00, A_;) > 0. Second, consider any converging subsequence

Af()\f(ln)) (the Bolzano-Weirstrass Theorem guarantees existence of such a subsequence), and
define A} = nll)rﬂjo A}"()\f(ln)). It is again the case that W;(\{,A_;) = 0. This implies that

A = Af(A_;). We have shown that A7(A\";) is a bounded sequence, such that all converging

subsequences have the same limit Aj(A_;). Thus, lirf Af(A™)) exists and (C.8) holds. Q.E.D.
n—-+0oo

Since Ailli_r}r}roo liiz = 1, and Ailli_r;lroo B_i(a_;, M) = max {h*(a_;);0}, an argument
similar to that in Results C.1, C.2 and C.3 shows that lim Af(A_;) exists. Af is thus

A_j—+o0
bounded over R . There exists 4; > 0 such that for all A_; > 0, Aj(A_;) < A;. We now define
the function ¢ on the domain [0, A4;] x [0, A_;] as (A, A_;) = (A7 (A1), A*;(Nr)). The function ¢
is continuous on a compact set and onto. From Brouwer’s Fixed Point Theorem, it has a fixed
point (A;, A_;) which gives us a dual representation of the equilibrium of the game. Moreover,
Proposition 7 that holds when Assumptions 1 and 2 are satisfied implies that A\; > 0. Q.FE.D.

PROOF OF PROPOSITION 10: It can be shown that Wj(A, A_) is differentiable in A_; (even
though S_;(a—_;, A_;) is itself just differentiable in A\_; everywhere except when S_j(a_;, A\_;) =
0). From the Theorem of Implicit Functions, we thus have:

O} SR (AT (A1), A)
(C.9) O\ (A) =— OV, [ A %
—l o (A (A=), Ar)

where the denominator is positive from Result C.2. The numerator is given by

oW, 0B AW, 5 ;
W_ll()\’ )\—l) - Eal,a,l <a§_i(a—l7 )‘—Z)W_ll(h;‘(al)) /Bl(alv )‘)’ B—l(a—la A—l)))) .

Differentiating (C.3) with respect to 5_;, and simplifying using (2.3), we find:

(C.10)
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606 = (=10 (8= By B o) + (0.0 + a6 B) = (0. 6-0))
From (2.3), we also get:
(C11) 52 (B Boi) + (B B) =0 (B, 61)

Differentiating (C.10) with respect to [, and using (C.11) to simplify the expression, we find:

62
9B,08_,

AW,

_ I+1
BB,00- l(ﬁl’ﬁl,ﬁ D= (=18 - B)mam—

(B, B-1).

2 ~
From (2.3), we know that sgn (%(Bl”@_ )) — —sgn(ul)'). Hence, sgn ((—1)l+1gﬁl%gl/_zl (B, Bi, g_l)) =
—sgn(ug') when 5 > B,. Since AWl (,81, 0, 5—;) = 0, we finally get sgn ((—1)”1%(5’[, B, ﬂ_l)) =
—sgn(ull’) for B > f;. From (A.QO) and the fact that f(ay, N) > hj(ay), we finally obtain:

(C.12) g;/vl (A, Ay) >0 (resp. > 0) < uj’ >0 (resp. < 0).
Inserting into (C.9) gives the result. Q.E.D.

ONLINE APPENDIX C: CONGRUENT GROUPS

Consider now the case where groups have congruent preferences. To mirror our previous
analysis, we suppose that uj(z) = ua(z) = z for all z € X. We first need to come back on
the specification of payoffs in the common agency stage of the game. With congruent interest
groups, the cooperative game constructed by Laussel and Le Breton (2001) turns out to be
super-additive. Indeed, for any profile of lobbyists’ preferences (31, 32) € Ri, we now have:

W (B1, B2) + W(0,0) > W(B1,0) + W(0,82) V(B1,B2) € R

where again W (0,0) = 0. Laussel and Le Breton (2001) demonstrated that the associated com-
mon agency game has the so-called no rent property, i.e., in all truthful continuation equilibria,
the surplus of PM is always fully extracted by lobbyists. The lobbyists’ payoffs lie in an interval
with non-empty interior which is fully determined by the following constraints:

(B.1)  Vi(Br, B—1) S W(B1,B2) —W(0,8-) VIe{l,2},

(B.2)  Vi(B1, B2) + Va(B2, B1) = W(B1, B2).

The choice of the optimal appointment rules, either under complete or asymmetric information,
of course depends on how the lobbyists’ payoffs are precisely determined. To highlight new
phenomena that might arise with congruent groups, we assume that those payoffs are given by
the lobbyists’ Shapley Values since this allocation satisfies both (B.1) and (B.2), namely:

(W (B4, B2) = W(0, B-1) + W(8,0)) .

N | —

(B.3)  Vi(Bi,B1) =

Using (2.2), we retrieve the expression of the equilibrium payment made by lobbyist I:

(B4)  Ti(B, B-1) = Biz(Br, B-1) — % (W (B, B2) = W(0, B-1) + W(B1,0)) .
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These payments are not VCG.?" It is no longer a dominant strategy for each group to pass to
its lobbyist the aggregate preferences of the group. Each group manipulates these preferences
even under complete information. There is now inter-group free riding.

RUNNING EXAMPLE (CONTINUED). To illustrate, consider the case of quadratic preferences.

The policy chosen by PM at the last stage of the game is z(51, 82) = % while coalitional
payoffs are given by W (81, f2) = % Under complete information, each group [ endows its

lobbyist with an objective [5; that maximizes the net surplus of the group, taking as given its
conjectures on similar choices made by group —I and that preferences in that competing group
remain unknown. Because mechanisms for groups formation are secret, members of group —I
conjecture the formation of group [ even if it may be vetoed off equilibrium. Following veto,
the policy chosen remains (0, 8_;(c_;)) where S_;(ax_;) represents the preferences given to
lobbyist —I. The expected gain of an individual with type af who belongs to group [ is thus:

Bt SEa ((@(Bian), B-i(a) — 200, a(an) ~tite) )

Aggregating those expressions over the whole group I, 5;(a;) maximizes:
Eoyay (7 (cu)(z(Bi(eu), B-i(e—r)) — x(0, B-i(er))) — Ti(Bi(eu), B-i(e—r))) -

Using (B.4) yields the expression of group {’s overall contribution:

(84 o 2 2 (8 2 2 (81
T en), B-afev-0) = Aulen)o(Bulen), - i(ex 1)) (W )+ Pala). e l)ﬁl;ﬁol))

or

Ty(fi(en), B-1(ee-1)) = () (Bulew) + B-i(ex-1)).

The (necessary and sufficient) first-order condition for maximization yields:

1
i (o) = i () = SFa (B0 ).
For a symmetric equilibrium, assuming symmetric distributions, we thus obtain:

(B5) o) = alen) - 5

where we also assume o > %8 < ba > @& to ensure that 61*(041) remains non-negative.

From (B.5), each group chooses a lobbyist with moderate preferences. There is now inter-
group free riding. The policy that ends up being chosen by PM is obviously lower than the
first-best policy that would have been chosen had groups merged into a single entity so as to
perfectly pass their preferences on PM :

20

350

2(Bf (), Ly () = z(aj (au), aZy(ay)) =

< z(a(a), aZy(@)).

39Even if we were to choose within the range of allocations defined by (B.1) and (B.2) another allocation
than that defined with Shapley values, manipulations would still arise. It is indeed well-known that, in
those contexts, there is dominant strategy mechanism that implements the first-best allocation and
extracts all surplus from PM. Furosawa and Konishi (2011) find a similar result in a more specific game.
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Under asymmetric information within group [, the net utility of an individual with type af
when the rule 5/ (oy) is still adopted within group [ is thus:

(B.6)
, ai . . . .
(o) = By (S B (ol 00) B 0) ~ (0.8 fa)) ~ e ) ) Vo €
We do not expect that an efficient equilibrium exists under asymmetric information. Indeed,
free riding already bites across groups even under complete information. Yet, we might still be
interested in determining conditions such that intra-group free riding does not add inefficien-
cies on top of those already brought by inter-group free riding. Proceeding as in the case of
conflicting interests (Condition (5.1)), we may obtain a condition ensuring that the decision
z(B (cu), 5%, (a—;)) remains implementable even under asymmetric information as:

(B.7)  Eaa, (of (cu)(@(B (o), B2 () — 2(0, B2, (ee))) — T(B (), B (ex)))

> B (3022 FHOD) (o7, ) 0, )
> o | = — Y | (z o), 05 (ay)) —x(0, 6% (g .
The r.h.s. above is by now familiar. It represents the expected information rent left to all mem-
bers of group [. The Lh.s. is the expected net gain from group formation given the continuation
equilibrium and payments.

Had groups cooperated when dealing with PM , inter-group free riding would disappear. The
efficient decision z(o (ay), a*;(a_;)) = 6—10(042‘(041) + a* ;(a_;)) would be implemented while
PM would choose his ideal point, namely 0, when the merged group does not organize. The

incentive-feasibility condition would now become:

(B8)  Eaja_, (uo(@(af (), o (a))) + (of () + a®y(a—))z(aj (eu), o ()

1 (L1 - Fad) 1 (11— Foy(ay) . .
Z e || & (2 Rlof) >+Nz 2 fiay | |leilenatiloc) | e

The comparison of the incentive-feasibility conditions (B.7) and (B.8) already highlights two
important forces. On the one hand, the net gains of forming is certainly greater in the case of
a merger of the two groups since the status quo entails no production at all while its formation
induces an efficient policy. Instead, with two groups, each of them can free ride and benefit from
the policy induced by the sole contribution of its rival. Overall the gains from forming for those
two groups are certainly lower. On the other hand, with a merger, the status quo if that merged
group does not form is the null policy that is chosen by PM on her own. This means that, with
groups merging, the overall information rents that must be distributed are also quite large.

RUNNING ExAMPLE (CONTINUED). For both groups, types are symmetrically and uniformly

L . L & . 2
distributed on the same interval © = [a, @] with mean a¢ = % and variance % (where
also Aa = @ — a and @ < ba to avoid corner solutions). Groups have also the same size

N = N; = N,. Conditions (B.7) and (B.8) then amounts respectively to:

2 2
o 2 e 02
It can be checked that, when NV is large, this second condition is easier to achieve. Inter-group free
riding reduces the overall surplus and makes it more difficult to implement for each delegate the
same objectives (B.5) as under complete information (even though this objective is distorted by

inter-group free-riding). Merging congruent groups helps solving the collective action problem.H

aaf.

{1,2}.



