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boom-bust episode, macro-prudential policy alleviates debt-deleveraging dynamics

and prevents the economy from falling into a liquidity trap. In this scenario, optimal

policy always entails countercyclical LTV limits, while the response of the nominal

interest rate depends on the nature of the underlying shock driving house prices.

JEL codes: E52, E58, G01, G28

Keywords: monetary and macro-prudential policy; financial crisis; zero lower bound.

∗The views expressed herein are those of the authors and should not be taken to represent those

of the Bank of England or any of its policy committees. We thank our discussants Larry Christiano,

Christian Friedrich, Zeno Enders, and Luca Guerrieri. We are grateful to Andy Blake, Gauti Eggertsson,
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Figure 1: US real house prices (solid blue line, left scale) and mortgage debt in % of GDP
(dashed red line, right scale). Data sources: FHFA (house prices), Flow of Funds (mortgage
debt), and NIPA tables (GDP).

1 Introduction

A persistent boom in house prices, accompanied by a large increase in private indebtedness,

planted the seeds for the financial crisis of 2008 (Figure 1). Once house prices collapsed, the

turmoil in the financial sector and the deleveraging process that followed caused the worst US

recession since the Great Depression.1

To prevent a repeat of similar episodes in the future, the recent debate has focused on

enabling policy authorities to use a number of so-called ‘macro-prudential’ tools.2 However,

many questions still remain open regarding the interaction of these new policy tools with the

existing ones, especially monetary policy, and their effect on the economy more broadly. This

paper focuses on one particular macro-prudential tool—a loan-to-value (LTV) limit—and its

implications for conventional monetary policy. We find that optimal macro-prudential policy is

strongly countercyclical. Promptly adjusting the LTV limit can prevent an economy that suffers

a large deleveraging shock from entering a liquidity trap.

Our findings contribute to a growing literature exploring the conduct of macro-prudential

policy and its interaction with monetary policy. At a theoretical level, Farhi and Werning (2016)

1Hall (2011) provides a detailed narrative of the US Great Recession along these lines. Other countries,
such as Ireland, Spain, and the UK, experienced similarly long booms before deep recessions during the
same period.

2Institutional details on macro-prudential frameworks, both in terms of the tools available and the
authorities in charge, vary greatly across countries (Akinci and Olmstead-Rumsey, 2018).
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and Korinek and Simsek (2016) undertake detailed analyses of the financial market distortions

that macro-prudential policy can address in the presence of aggregate demand externalities, such

as nominal rigidities and the zero lower bound on the nominal interest rate, while Davila and

Korinek (2018) emphasize the pecuniary externalities due to an endogenous collateral constraint.

We obtain our main results in a simple model that combines both types of externality. As

standard in the New Keynesian literature, nominal rigidities arise because of staggered price

setting (Calvo, 1983), so that monetary policy has real effects. The key financial friction is a

borrowing constraint on relatively impatient households. Following Kiyotaki and Moore (1997),

the borrowing constraint has an endogenous element because debt cannot exceed a given fraction

of the value of the housing collateral. This fraction is the loan-to-value ratio, which we assume is

under the control of the macro-prudential authority. The model also features a second financial

friction. Borrowers obtain loans through perfectly competitive financial intermediaries (banks),

which raise equity and deposits from relatively patient households. Banks would like to minimize

equity, which we assume is costly to raise (as in Justiniano et al., 2017), but a capital requirement

puts an upper bound on their leverage. Changes in this capital requirement generate fluctuations

in the spread between borrowing and deposit rates. Together with housing demand shocks, these

financial disturbances, or credit supply shocks, are the exogenous source of fluctuations in our

model.

The resulting framework is rich enough to generate meaningful policy tradeoffs, but suf-

ficiently tractable that, up to a second-order approximation, the welfare-based loss function

clearly identifies how the inefficiencies in the economy map into four policy targets. Two of

these loss function terms, inflation and the output gap, stem from nominal rigidities and are

standard in the New Keynesian literature (e.g. Clarida et al., 1999, and Woodford, 2003). The

remaining two terms are due to imperfect risk sharing among borrowers and savers. In particu-

lar, the policymaker seeks to stabilize the distribution of non-durable consumption and housing

consumption between borrowers and savers—the ‘consumption gap’ and the ‘housing gap,’ re-

spectively. The resulting welfare-based loss function is similar to those derived by Andres et al.

(2013) and Benigno et al. (2016), and has elements in common with the loss function in the

Cúrdia and Woodford (2016) model. While those papers only focus on optimal monetary policy,

our contribution is to explore its interaction with the optimal setting of macro-prudential policy.

We use the loss function to study the optimal setting of LTV requirements, and their im-

plications for monetary policy, taking into account the possibility that the collateral constraint

and the ZLB only bind occasionally, as in Guerrieri and Iacoviello (2017).3 Our quantitative

experiments generate a prolonged boom in house prices followed by a sudden correction, cali-

3Rubio and Carrasco-Gallego (2014) postulate a simple rule for LTVs. Lambertini et al. (2013) study
optimized simple rules for monetary policy and LTV limits in the context of boom-bust cycles generated
by news shocks. Angelini et al. (2012) consider optimal monetary and macro-prudential policies (in the
form of both capital requirements and LTV limits) using an ad-hoc loss function as the policymakers’
objective. Our analysis also shares some similarities with De Paoli and Paustian (2017), although their
model features entrepreneurs borrowing directly from households and a cost channel, giving rise to a
different welfare-based loss function and a different macro-prudential policy instrument (a tax/subsidy on
the cost of borrowing for entrepreneurs). None of these papers considers occasionally binding constraints.

3



brated to capture the salient features of the data in the US and other advanced economies pre

and post-2008. The main exercise compares a baseline scenario characterized by a constant LTV

ratio with a policy regime in which the macro-prudential policymaker can optimally set the LTV

ratio to minimize the volatility of the consumption and housing gaps. In spite of the additional

risk-sharing objectives, the optimal LTV policy prevents the zero lower bound (ZLB) on the

nominal interest rate from becoming a binding constraint. LTVs decline significantly during the

boom and sharply rise at the time of the crisis. Consequently, the macro-prudential policymaker

avoids a large build up in private debt during the expansion such that, when house prices fall, the

recessionary consequences of deleveraging are limited. As a result, the central bank can stabilize

inflation and output without cutting the nominal interest rate below zero. In this sense, the op-

timal setting of the LTV limit is indeed prudential, at least as far as macroeconomic objectives

are concerned.

Our analysis should have particular resonance given the economic conditions policymakers

currently face in many advanced economies. Since the financial crisis, and in addition to a raft of

unconventional monetary policy measures, interest rates have remained at very low levels almost

everywhere on a persistent basis. While these policies are likely to have prevented much deeper

downturns, some observers, for example Stein (2013) and Borio (2018), have expressed concerns

over their impact for financial stability.4 In some cases, the first use of the newly introduced

macro-prudential instruments has been to guard against these risks. Thus, one way to summarize

the current policy mix in many countries is the combination of ‘loose’ monetary policy and ‘tight’

macro-prudential policy.5

When the LTV tool is idle, the policy configuration in the model during the recovery is

broadly consistent with the ‘loose-money/tight-credit’ mix observed in many economies in recent

years. The policy rate remains at the ZLB for an extended period, while at the same time

borrowing constraints bind tightly. Conversely, our main result shows that the optimal LTV

policy is always accommodative in response to a crisis. We confirm this finding by running an

experiment in which the LTV tool becomes available only after the crisis hits. In this case, a

tightening of LTV requirements prolongs the period for which the monetary policy rate remains

stuck at the ZLB, while an optimal loosening would tend to hasten its end.

The ability to use an LTV instrument is of particular empirical relevance because in many

advanced economies mortgages are at the same time the single largest asset class on the balance

sheet of banks and the single largest liability class on the balance sheet of households.6 The

4Rajan (2005) and Taylor (2007) made similar a point in relation to the ‘low-for-long’ period before
the financial crisis.

5For example, in explaining the decision of the Bank of England’s Financial Policy Committee to
limit the quantity of new lending at high loan-to-value ratios, Carney (2014) said: “The existence of
macro-prudential tools allows monetary policy to focus on its primary responsibility of price stability.
In other words, monetary policy does not need to be diverted to address a sector-specific risk in the
housing market.” Similarly, authorities in Canada have tightened macro-prudential policy several times
since the financial crisis while the official policy rate has remained low (see Krznar and Morsink, 2014).
The change of the policy mix in Sweden has been a subject of much controversy and debate (see, for
example, Jansson, 2014, and Svensson, 2011).

6Cerutti et al. (2017) document how the use of borrower-based instruments, including LTV limits,
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focus on LTVs in this paper complements a number of contributions that instead highlight the

role of capital requirements for macro-prudential policy, such as Miles et al. (2013), Admati and

Hellwig (2014), Gertler et al. (2012), Clerc et al. (2015), and Christiano and Ikeda (2016). Several

papers extend the analysis to the interaction between capital requirements and monetary policy.

For example, Angeloni and Faia (2013) compare alternative properties of capital requirements

that mimic the Basel I, II, and III accords in a model with bank runs. Bean et al. (2010)

study the optimal setting of capital requirements with ad-hoc loss functions in a simplified

version of Gertler and Karadi (2011). Collard et al. (2017) and Van der Ghote (2018) derive

the jointly-optimal setting of interest rates and capital requirements in environments with moral

hazard frictions. Mendicino et al. (2018) evaluate the tradeoffs associated with increasing capital

requirements depending on the state of the business cycle. Going forward, both LTV limits and

capital requirements are likely to play a major role in the development and actual deployment

of macro-prudential policy frameworks.

The rest of the paper is organized as follows. Section 2 presents the model. Section 3

introduces the loss function we use for policy analysis and discusses its interpretation vis-a-vis

the New Keynesian literature on optimal monetary policy. Section 4 illustrates the optimal joint

conduct of monetary and macro-prudential policy via numerical simulations. Section 5 concludes.

An extensive appendix provides details on the derivations and the computations.

2 Model

The economic agents in the model are households, banks, firms, and the government. Households

are heterogeneous in their degree of patience. Banks transfer funds from savers to borrowers and

fund their operations with a mix of deposits and equity. Firms produce goods for consumption.

The government conducts monetary and macro-prudential policy.

2.1 Households

Patient households (i.e. savers, indexed by s) have a higher discount factor than impatient

households (i.e. borrowers, indexed by b). We denote with ξ ∈ (0, 1) the mass of borrowers, and

normalize the total size of the population to one. We make the standard assumptions that risk

sharing is perfect within each group and that the flow of housing services is proportional to the

stock of housing.

prevails in advanced economies, while emerging markets tend to rely primarily on foreign exchange
related measures.
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2.1.1 Preferences

A generic household i ∈ (0, 1) of type j = {s, b} has preferences defined over consumption of

goods Cjt (i), housing services Hj
t (i), and hours worked Ljt (i)

Wj
0(i) ≡ E0

∞∑
t=0

βtj

[
(1− e−zC

j
t (i)) +

χjHe
uh
t

1− σh
Hj
t (i)1−σh −

χjL
1 + ϕ

Ljt (i)
1+ϕ

]
, (1)

where βj ∈ (0, 1) (with βb < βs) is the discount factor of type j, z > 0 measures the degree

of absolute risk aversion, σh ≥ 0 is the inverse elasticity of housing demand, and ϕ ≥ 0 is the

inverse Frisch elasticity of labor supply. We assume exponential preferences over consumption

to facilitate aggregation and the derivation of the welfare-based loss function. The type-specific

constants χjH and χjL > 0 serve normalization purposes. Finally, preferences include an aggregate

housing preference shock, uht , common to all households, which follows a first-order autoregressive

process with persistence ρh ∈ [0, 1). This housing demand shock is one of the two exogenous

disturbances we subsequently study.

2.1.2 Savers’ Budget Constraint

Patient households have a relatively high individual discount factor and can save in deposits,

Ds
t (i), and equity, Est (i), issued by financial intermediaries. Their budget constraint is

PtC
s
t (i) +Ds

t (i) + Est (i) + (1 + τh)QtH
s
t (i) =

W s
t L

s
t (i) +Rdt−1D

s
t−1(i) +Ret−1E

s
t−1(i) +QtH

s
t−1(i) + Ωst (i)− T st (i)− Γt(i),

where Pt is the consumption price index, Qt is the nominal house price, W s
t is the nominal wage

for savers, Rdt−1 is the nominal return on bank deposits, and Ret−1 is the nominal return on bank

equity.7 The variable T st (i) captures lump-sum taxes while Ωst (i) denotes the savers’ share of

remunerated profits from intermediate goods producers. The constant τh is a tax/subsidy on

savers’ housing that we assume is set to deliver an efficient steady state in the housing market.

The final term in the budget constraint is a cost associated with deviations from some preferred

portfolio level of bank equity Et > 0

Γt(i) ≡
Ψ

2

[
Est (i)

Et
− 1

]2

Et,

with Ψ > 0, where, for analytical convenience, we define Et ≡ κ̃ξDb
t/(1 − ξ). The introduction

of this adjustment cost function follows Justiniano et al. (2017) and is a simple way to generate

a liability structure in the banks’ balance sheet, thus capturing the idea that in practice deposits

7As in Benigno et al. (2016), the introduction of type-specific wages, together with the assumption
of exponential utility, simplifies aggregation, and facilitates the derivation of a welfare criterion for the
economy as a whole.
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are generally more liquid and easier to adjust than equity.8

2.1.3 Borrowers’ Budget Constraint

The budget constraint for impatient households is

PtC
b
t (i)−Db

t (i) +QtH
b
t (i) = W b

t L
b
t(i)−Rbt−1D

b
t−1(i) +QtH

b
t−1(i) + Ωbt(i)− T bt (i),

where Db
t (i) is the amount of borrowing at time t, T bt (i) are lump-sum taxes, including those used

to obtain an efficient allocation of consumption in the model’s steady state, and Ωbt(i) denotes

profits from ownership of intermediate goods producing firms.

As common in the literature (e.g Kiyotaki and Moore, 1997), we assume that a collateral

constraint limits impatient households’ ability to borrow. The standard interpretation of such

a constraint is that lenders (in this case, the financial intermediaries) require borrowers to have

a stake in a leveraged investment to prevent moral hazard behavior. To provide a somewhat

realistic dynamic structure of the model, we follow the specification in Guerrieri and Iacoviello

(2017) and Justiniano et al. (2015)

Db
t (i) ≤ γdDb

t−1(i) + (1− γd) ΘtQtH
b
t (i), (2)

where Θt ∈ [0, 1] represents the maximum loan-to-value (LTV) ratio available to borrowers,

and γd ∈ [0, 1) is a parameter controlling the extent to which the debt limit depends on the

household’s debt in the previous period.

As Guerrieri and Iacoviello (2017) argue, the formulation in (2) captures, in reduced form, the

idea that only a fraction of borrowers experience a change to their borrowing limit each period

(which may be associated with moving or re-mortgaging). This modification of the standard

collateral constraint generates more persistent movements in debt and its marginal value.9 One

important implication is that movements in debt adjust only gradually to changes in the value

of the housing stock, which is consistent with the data in Figure 1.

In our policy analysis, we will assume the macro-prudential authority sets the maximum

LTV that banks can extend to borrowers.

2.2 Banks

A continuum of perfectly competitive banks, indexed by k ∈ [0, 1], raise funds from savers in the

form of deposits and equity (their liabilities), and make loans (their assets) to borrowers. Bank

k’s balance sheet identity is

Db
t (k) = Ds

t (k) + Est (k). (3)

8Little of substance would change in the first-order accurate solution to the model that we examine
if we specified bank equity as a state-contingent claim.

9When γd = 0, the collateral constraint collapses to the standard contemporaneous specification.
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In addition, we assume that equity must account for at least a fraction κ̃t of the total amount

of loans banks extend to borrowers

Est (k) ≥ κ̃tDb
t (k), (4)

where κ̃t follows a first-order autoregressive process with persistence ρκ ∈ [0, 1).

The presence of equity adjustment costs breaks down the irrelevance of the capital structure

(the Modigliani-Miller theorem). Savers demand a premium for holding equity, which banks pass

on to borrowers in the form of a higher interest rate. From the perspective of the bank, equity

is expensive, and thus deposits are the preferential source of funding. In the absence of any

constraint, banks would choose to operate with zero equity and leverage would be unbounded.

Equation (4) ensures finite leverage for financial intermediaries.

In equilibrium, the capital requirement constraint is always binding because financial inter-

mediaries seek to minimize their equity requirement. Since banks are identical, if the capital

constraint of all banks were slack, one bank could marginally increase its leverage, charge a lower

loan rate, and take the whole market. Therefore, competition drives the banking sector against

the constraint.

Banks’ profits are

Pt(k) ≡ RbtDb
t (k)−RdtDs

t (k)−RetEst (k) = [Rbt − (1− κ̃t)Rdt − κ̃tRet ]Db
t (k),

where the second equality follows from substituting the balance sheet constraint (3) and the

capital requirement (4) at equality. The zero-profit condition implies that the loan rate is a

linear combination of the return on equity and the return on deposits

Rbt = κ̃tR
e
t + (1− κ̃t)Rdt ,

where the time-varying capital requirement represents the weight on the return on equity. An

increase of κ̃t forces banks to delever and raises credit spreads (and vice versa). As a result,

henceforth we refer to κ̃t as a credit supply shock, which is the second of the two disturbances

we subsequently study.

We stress that our analysis focuses on the case in which κ̃t is exogenous, relying on the notion

that financial institutions target a certain leverage ratio due to market forces (Adrian and Shin,

2010). An alternative interpretation would be that the macro-prudential authority sets the capi-

tal requirement on financial institutions, and thus controls κ̃t as a macro-prudential tool. We do

not pursue this approach in this paper for two reasons. First, we believe that properly studying

capital requirements, and their interaction with monetary policy, would require a more detailed

specification of the financial sector. While our parsimonious model of financial intermediation

does capture the connection between capital requirements and spreads, the model completely ab-

stracts from a key variable—the accumulation of net worth—that determines banks’ profitability

and may be crucial to understand the effects of macro-prudential policy decisions. Second, as
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discussed in the introduction, several papers have already studied capital requirements, either

in isolation or in connection with monetary policy. We aim to complement this literature by

focusing on the implications of LTV ratios and their implications for the stabilization of inflation

and output.

2.3 Production

A representative retailer combines intermediate goods according to a technology with constant

elasticity of substitution ε > 1

Yt =

[∫ 1

0

Yt(f)
ε−1
ε df

] ε
ε−1

,

where Yt(f) represents the intermediate good produced by firm f ∈ [0, 1]. Expenditure mini-

mization implies that the demand for a generic intermediate good is

Yt(f) =

[
Pt(f)

Pt

]−ε
Yt, (5)

where Pt(f) is the price of the variety produced by firm f and the aggregate price index is

Pt =

[∫ 1

0

Pt(f)1−εdf

] 1
1−ε

.

Intermediate goods producers operate in monopolistic competition, are owned by savers and

borrowers according to their shares in the population, and employ labor to produce variety f

according to

Yt(f) = Lt(f). (6)

To simplify aggregation, we assume Lt(f) is a geometric average of borrower and saver labor,

with weights reflecting the shares of the two types

Lt(f) ≡ [Lbt(f)]ξ[Lst (f)]1−ξ,

and the corresponding wage index is

Wt ≡ (W b
t )ξ(W s

t )1−ξ.

Intermediate goods producers set prices on a staggered basis. As customary, we solve their

optimization problem in two steps. First, for given pricing decisions, firms minimize their costs,

which implies that the nominal marginal cost MCt is independent of each firm’s characteristics.

The second step of the intermediate goods producers problem is to determine their pricing

decision. As in Calvo (1983), we assume firms reset their price P̃t(f) in each period with a

constant probability 1−λ, taking as given the demand for their variety, while the complementary

9



measure of firms λ keep their price unchanged. The optimal price setting decision for firms that

do adjust at time t solves

max
P̃t(f)

Et

{ ∞∑
v=0

λiMt,t+v[(1 + τp)P̃t(f)−MCt+v]Yt+v(f)

}
,

subject to (5), where τp is a subsidy to make steady state production efficient. Households of

each type own intermediate goods producers in proportion to their shares in the population.

Therefore, we assume that the discount rate for future profits is

Mt,t+v ≡ (Mb
t,t+v)

ξ(Ms
t,t+v)

1−ξ,

where the stochastic discount factor between period t and t+ v of type j is

Mj
t,t+v = βvj e

−z(Cj
t+v(i)−Cj

t (i)).

2.4 Equilibrium

Because of the assumption of risk-sharing within each group, all households of a given type

consume the same amount of goods and housing services and work the same number of hours.

Therefore, in what follows, we drop the index i and characterize the equilibrium in terms of

type-aggregates. Similarly, because all financial intermediaries make identical decisions in terms

of interest rate setting, we drop also the index k and simply refer to the aggregate balance sheet

of the banking sector.

For a given specification of monetary and macro-prudential policy, an imperfectly competitive

equilibrium for this economy is a sequence of quantities and prices such that households and

intermediate goods producers optimize subject to the relevant constraints, final good producers

and banks make zero profits, and all markets clear.10 In particular, for the goods market, total

production must equal the sum of consumption of the two types plus the resources spent for

portfolio adjustment costs11

Yt = ξCbt + (1− ξ)Cst + Γt, (7)

where

Γt ≡
∫ 1−ξ

0

Γt(i)di =
Ψ

2

(
κ̃t
κ̃
− 1

)2

κ̃ξDb
t .

We assume housing is in fixed supply (i.e., land). The housing market equilibrium then requires

H = ξHb
t + (1− ξ)Hs

t , (8)

10Appendix A reports the equilibrium conditions for the private sector and the details of aggregation.
11The resource constraint follows from combining the budget constraints of the two types (aggregated

over their respective measures) with the financial intermediaries balance sheet, under the assumption
that the government adjusts residually the lump-sum transfers to savers.
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where H is the total available stock of housing.12 Finally, in the credit market, total bank loans

must equal total household borrowing. Thus, the aggregate balance sheet for the financial sector

respects

ξDb
t = (1− ξ)(Ds

t + Est ),

where per-capita real private debt (derived from the borrowers’ budget constraint) evolves ac-

cording to
Db
t

Pt
=
Rbt−1

Πt

Db
t−1

Pt−1
+ Cbt − Yt +

Qt
Pt

(Hb
t −Hb

t−1) + T b,

and T b ≡ T bt /Pt is a subsidy that ensures the steady state allocation is efficient.

3 Loss Function

Our ultimate objective is to study the conduct of monetary and macro-prudential policy in a

boom-bust scenario for house prices and private debt similar to the one that preceded and followed

the financial crisis of 2008-2009. To this end, in this section, we introduce a welfare-based loss

function that we use to evaluate alternative policy configurations.

We derive the loss function by taking the average of the per-period utility functions of

borrowers and savers. We weight each type according to their share in the population and assume

that policymakers discount the future at rate β ≡ βξb β
1−ξ
s .13 A second-order approximation of

the resulting objective around a zero-inflation steady state in which the collateral constraint

binds gives

L0 ∝
1

2
E0

∞∑
t=0

βt
(
y2
t + λππ

2
t + λcc̃

2
t + λhh̃

2
t

)
, (9)

where lower-case variables denote log-deviations from the efficient steady state, c̃t ≡ cbt − cst is

the consumption gap between borrowers and savers, and h̃t ≡ hbt−hst is the housing gap between

borrowers and savers.14

The weights on inflation, the consumption gap, and housing gap are, respectively,

λπ ≡
ε

γ
λc ≡

ξ(1− ξ)σ(1 + σ + ϕ)

(1 + ϕ)(σ + ϕ)
λh ≡

ξ(1− ξ)σh
σ + ϕ

,

where γ ≡ (1−βλ)(1−λ)(σ+ϕ)/λ is the slope of the Phillips curve, and σ ≡ zY is the product

of the coefficient of absolute risk aversion and steady state output.

12The absolute level of this variable plays no role in the analysis.
13Without a single discount factor, the average lifetime utility of borrowers and savers would not

admit a recursive representation. To circumvent this problem, Benigno et al. (2016) assume that the
discount factor of the two types is the same in the limit (βb → βs), and that the initial distribution of
wealth determines the borrowing/lending positions. We retain the heterogeneity in the discount factors
but effectively assume that the policymaker is chosen at random from the population. This choice is
arbitrary but we can solve the optimal policy problem for any value of β ∈ (0, 1).

14An appropriate choice of taxes and subsidies ensures that the steady state allocation is efficient.
Appendix C reports the details of the derivations.
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The loss function (9) features two sets of terms. The first includes output and inflation—the

standard variables that appear in the welfare-based loss function of a large class of New Keynesian

models.15 Their presence in the loss function reflects the two distortions associated with price

rigidities. First, such rigidities open up a ‘labor wedge,’ causing the level of output to deviate

from its efficient level. Second, staggered price setting implies an inefficient dispersion in prices,

which is proportional to the rate of inflation.

The second set of terms in (9), comprising the consumption gap and the housing gap, arise

from the heterogeneity between household types. Incomplete financial markets prevent full risk

sharing of goods and housing consumption. The collateral constraint further limits the amount of

borrowing that impatient households can undertake, thus creating different marginal propensities

to consume between borrowers and savers. Imperfect risk sharing therefore becomes a source

of welfare losses a benevolent policymaker needs to take into account in setting monetary and

macro-prudential policy optimally.16

4 Quantitative Experiments

In this section, we calibrate the model to generate the boom-bust scenario in house prices that

drives our simulations. Our main experiment corresponds to a prolonged increase in house prices

followed by a sharp decline. We generate the boom-bust with a sequence of either credit supply

or housing demand shocks. In each scenario, monetary policy sets the nominal interest rate.

We then compare the case in which the macro-prudential authority optimally sets the LTV

instrument with the baseline case in which macro-prudential policy is inactive. Throughout

the experiments, we allow for the presence of occasionally binding constraints on the nominal

interest rate and on the collateral requirement, and discuss their effects on the ability of policy

to stabilize the economy.

4.1 Parameter Values

Table 1 reports the parameter values used for the simulation exercises. The parameters in the

top-half of the table correspond to the calibration (first four) or posterior mode estimates (next

two) in Guerrieri and Iacoviello (2017).17 We focus the discussion on the remaining parameters.

We set βb = 0.985, implying that borrowers are slightly more impatient than implied by the

estimate in Guerrieri and Iacoviello (2017), but in line with the value in Justiniano et al. (2017).

The relative discount factors of borrowers and lenders are crucial for the extent to which changes

in house price expectations cause the borrowing constraint to become slack. Our lower value of

15Since productivity is constant (and normalized to one), efficient output is simply equal to its steady
state value, and the efficient output gap corresponds to the deviations of output from steady state.

16Although equity adjustment involves resource costs, the assumption that the leverage ratio is an
exogenous—albeit time-varying—constraint implies that its fluctuations are independent of policy, and
thus irrelevant for ranking alternative policies in terms of welfare.

17The implied slope of the Phillips curve is 0.0238, almost identical to the value of 0.024 in Eggertsson
and Woodford (2003).
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Parameter Description Value

βs Saver discount factor 0.995
σ Inverse elasticity of substitution (consumption) 1
ϕ Inverse Frisch elasticity 1
Θ Maximum LTV 0.9
γd Debt limit inertia 0.7
λ Probability of keeping price unchanged 0.9

βb Borrower discount factor 0.985
ξ Fraction of borrowers in economy 0.57
η Debt/GDP ratio 1.8
ψ Elasticity of funding cost to capital ratio 0.05
σh Inverse elasticity of substitution (housing) 5
κ̃ Steady state capital requirement 0.1
ρh Housing demand shock persistence 0.995
ρκ Credit supply shock persistence 0.995

Table 1: Parameter values.

βb increases the steady state value of the borrowing constraint multiplier so that larger shocks

are required for the constraint to become slack.

Two parameters that are important in determining the response to housing demand shocks

are the persistence of the shocks and the intertemporal substitution elasticity for housing. We

assume a high level of persistence, setting ρκ = ρh = 0.995, consistent with the view that market

tolerance for different levels of leverage and tastes for housing change rather infrequently. For

housing preferences, we set σh = 5 which implies that housing demand is not very responsive to

movements in real house prices. Guerrieri and Iacoviello (2017) assume σh = 1, but incorporate

habit formation in the sub-utility function for housing. The high degree of habit formation

in their estimates (0.88 at the posterior mode) implies that the short-run elasticity of housing

demand to changes in the house price is much lower than unity. By setting a higher value for σh,

we aim to replicate this qualitative behavior without complicating the model, and particularly

the derivation of the welfare-based loss function.18

We choose the remaining parameters with reference to UK data. To pick ξ, we refer to the

analysis in Cloyne et al. (2018), who study the behavior of households by tenure type. Their

data imply that UK household shares are roughly 30% homeowners, 40% mortgagors, and 30%

renters. Since our model does not include renters, we set ξ = 0.57 (≈ 0.4/0.7) to represent the

relative population shares of mortgagors and homeowners in the data.19 We calibrate η ≡ ξDb/Y

18Of course, our approach also reduces the long-run elasticity of housing demand to house prices, and
thus is less flexible than the introduction of habits.

19Guerrieri and Iacoviello (2017) estimate that the fraction of labor income accruing to borrowers is
around 0.5. Since labor income is allocated in proportion to population share in our model, this result
suggests a similar value for ξ.
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with reference to the ratio of household debt to GDP. According to BIS data, this ratio averaged

around 60% between 1990 and 2000.20 Since mortgages represent around three quarters of

household debt, we set η = 1.8 (≈ 0.6× 0.75× 4 since η is the ratio of debt to quarterly GDP).

Finally, we assume the steady state capital ratio κ̃ is 10%, close to the average reported in Meeks

(2017) for UK banks over the period 1990-2008. The last parameter to pick is ψ ≡ Ψκ̃, which

governs the elasticity of credit spreads to changes in capital requirements. In its final report to

the BIS, the Macroeconomic Assessment Group (2010) estimate that a 1 percentage point rise

in capital requirements would have a peak effect on annual GDP of between -0.05% and -0.35%.

Conditional on the rest of the calibration, targeting the mid-range of those estimates implies a

value for ψ of approximately 0.05.21

4.2 Simulation Methodology

Our simulation generates a prolonged rise in the real price of housing followed by a sharp fall in

the absence of macro-prudential policy. Following the existing literature, we consider a boom-

bust in house prices driven by either credit supply shocks (Mian and Sufi, 2011) or housing

demand shocks (Adelino et al., 2016).

In practice, both supply and demand shocks are likely to have contributed to the gyrations

of house prices during the first decade of the 2000s. Determining the relative importance of these

two factors is beyond the scope of this paper. Instead, we study the optimal setting of monetary

and macro-prudential policy in these two scenarios, and in particular the implications of actively

using an LTV instrument for inflation targeting.

We use a piecewise-linear solution method to account for the possibility that (i) the zero

lower bound on the short-term nominal interest rate becomes binding and/or (ii) the borrowers’

collateral constraint (2) becomes slack.22 This approach accounts for the possibility that the

occasionally binding constraints may apply in future periods, but not for the risk that future

shocks may cause the constraints to bind. Therefore, our method, which is similar to the OccBin

toolkit developed by Guerrieri and Iacoviello (2015), ignores the skewness in the expected dis-

tribution of future outcomes (e.g. of output and inflation) arising from the possibility of being

constrained in future. Appendix E.2 contains a detailed description of the approach.

20We use this period for our calibration of the steady state as we aim to target the average debt-to-GDP
ratio that prevailed before the boom-bust episode of first decade of the 2000s.

21We reach this conclusion through a partial equilibrium thought experiment based on a linearized
version of the borrower’s Euler equation, detailed in Appendix D.7.

22In our model, a binding zero lower bound on the short-term nominal interest rate also implies a
zero nominal rate of return to savings and a negative return to borrowing. Theoretically, a zero lower
bound on saving rates arises from the existence of an unmodeled zero-interest-bearing alternative saving
instrument (e.g. cash). In practice, the evidence on negative interest rates (e.g. Eisenschmidt and Smets,
2018) suggests that deposit rates feature a hard floor at zero, although anecdotally some banks may have
introduced new fees on deposit accounts when official interest rates became negative.
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4.3 Alternative Policy Configurations

In the two scenarios just described, we study the macroeconomic effects of a housing boom and

bust under two alternative assumptions about the conduct of monetary and macro-prudential

policies.

Our alternative assumptions rely on a decomposition of the welfare-based loss function which

attributes the first part of (9) to the monetary policymaker and the second part to the macro-

prudential policymaker

L0 ∝ E0

∞∑
t=0

βt
(
x2
t + λππ

2
t

)
︸ ︷︷ ︸

≡LFIT
0

+E0

∞∑
t=0

βt
(
λcc̃

2
t + λhh̃

2
t

)
︸ ︷︷ ︸

≡LMaP
0

. (10)

The loss function LFIT0 aims to capture the objectives encoded in the ‘flexible inflation

targeting’ mandates of many central banks during the pre-crisis period. The loss function LMaP
0

captures the ‘macro-prudential’ considerations arising in the model. Our decomposition relies

on the observation that in the limiting case in which the share of borrowers collapses to zero

(ξ → 0), the model collapses to a standard New Keynesian model in which the only friction

arises from price stickiness and the only policy instrument is the short-term nominal interest

rate. Therefore, the existence of financial frictions in our model generates both additional terms

in the loss function and the potential for additional instruments with which policy may seek to

correct the associated gaps.23

In the baseline configuration, we assume that macro-prudential policy is idle (θt = 0, ∀t).
The monetary authority sets the nominal interest rate it to minimize LFIT0 , subject to the set

of equilibrium conditions, and the additional non-negativity restrictions on the interest rate

and on the multiplier associated with the collateral constraint. We interpret this arrangement

as a simple characterization of the pre-crisis consensus, whereby central banks controlled the

short-term nominal interest rate to pursue stabilization objectives defined in terms of inflation

and aggregate real activity. As such, this configuration represents a natural benchmark against

which to compare the effect of introducing macro-prudential policy.

The second configuration is a policy counterfactual that seeks to determine what would have

happened had macro-prudential instruments (in particular LTV limits) been in place and actively

used during the boom-bust episode. In this case, while the monetary policymaker continues to

act as in the baseline, the macro-prudential policymaker sets the LTV ratio θt to minimize LMaP
0 ,

subject to the equilibrium conditions and the non-negativity constraints.

From a practical standpoint, the motivation for studying these two policy configurations is

the nature of central banks’ remits in the past and how the introduction of new macro-prudential

policy instruments may affect those remits in the future. Theoretically, we embrace the approach,

23In spite of this rationale, the decomposition of the loss function we employ remains arbitrary. The
allocation of objectives to different policymakers can take several forms. For example, De Paoli and Paus-
tian (2017) examine a case in which the monetary policymaker and the macro-prudential policymaker
share a concern for output stabilization.
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advocated in the context of monetary policy by Svensson (1999), that the policy objective is to

minimize a loss function subject to a set of constraints arising from the private sector’s behavior.

We assume that, within each period, the macro-prudential policymaker sets θt before the

monetary policymaker sets the policy rate (see also De Paoli and Paustian, 2017). This ‘leader-

follower’ assumption preserves the behavior of the monetary policymaker under the baseline

policy, allowing us to trace out the effects of macro-prudential policy actions on the ability of

the central bank to stabilize output and inflation.24

We further impose the requirement that each policy must be time-consistent. Policymakers

are therefore unable to make promises about future actions in order to improve stabilization

outcomes today.25 One motivation for studying time-consistent policies is to limit the power of

monetary policy at the zero lower bound. Optimal commitment policies can be very effective at

mitigating the effects of the zero bound in standard New Keynesian models (see, for example,

Eggertsson and Woodford, 2003), although several recent contributions question their empirical

relevance (e.g. Del Negro et al., 2012). Our setting completely abstracts from these commitments

and maximizes the potential scope for macro-prudential policies to improve outcomes when

used alongside monetary policy.26 The next sections present the results under the two policy

configurations for each scenario.

4.4 Credit Supply Shocks

To generate a house price boom driven by credit supply shocks, we pick a sequence of innovations

εκt to the process of the leverage constraint κt that reduce the spread between borrowing and

deposit rates by 250 annualized basis points over five years (Justiniano et al., 2017). We then

impose a large contractionary innovation that makes spreads spike up and house prices collapse.

After the crisis period, the leverage constraint slowly reverts back toward its steady state value.

4.4.1 Baseline

Figure 2 shows the simulation under the baseline flexible inflation targeting policy configuration

with idle macro-prudential policy. During the boom period, house prices (panel a) increase

24Our timing assumption is also congruent with actual institutional frameworks, whereby monetary
policy decisions occur more regularly than macro-prudential policy actions. For example, in the UK,
the Monetary Policy Committee meets twice as often as the Financial Policy Committee, thus typically
‘inheriting’ its macro-prudential policy settings.

25Formally, we solve for a Markov-perfect policy equilibrium. In each period, policymakers act as a
Stackelberg leader with respect to private agents and future policymakers. Current policymakers take
the decision rules of future policymakers as given. In equilibrium, the decisions of policymakers in the
current period satisfy the decision rule followed by future policymakers. See Appendix E for technical
details.

26Our analysis therefore contributes to an emerging literature studying monetary and macro-prudential
policies under discretion. Bianchi and Mendoza (2018) argue that the nature of financial frictions
generates an inherent time inconsistency problem for macro-prudential policymakers. Using a model
similar to ours, Laureys and Meeks (2018) demonstrate the striking result that discretionary policies
can generate better outcomes than a class of simple macro-prudential policy rules to which policymakers
commit that have been widely studied in the existing literature.
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Figure 2: Credit supply scenario under ‘flexible inflation targeting’.

by slightly more than 15 percentage points while debt (panel b) rises by more than 20 percent

relative to its steady state value. In spite of these financial imbalances, the central bank manages

to keep output and inflation on target (panels d and e, respectively) with a relatively moderate

increase of the nominal interest rate by about 150 basis points (panel f).

In this phase, in effect the monetary policymaker implements a standard flexible inflation

targeting criterion

xt + γλππt = 0, (11)

which corresponds to the optimal discretionary monetary policy in the baseline New Keynesian

model (Clarida et al., 1999; Woodford, 2003). Despite the additional richness of our framework,

this static optimality condition remains valid because the policymaker’s current decisions have

no effect on the ability of future policymakers to set policy optimally.27

While aggregate variables are stable, the boom features notable distributional consequences.

The reduction in spreads particularly benefits borrowers, who can now access credit at a cheaper

price. Consequently, both the consumption gap (panel h) and especially the housing gap (panel

g) widen significantly.

The crisis is the product of a sudden reversal in spreads.28 The experiment captures the

broad contours of the Great Recession. As house prices collapse, borrowers start deleveraging.

The persistence in the collateral constraint slows down the process, which lasts for about two

27In the absence of the ZLB, the values of the endogenous state variables do not constrain the ability
of future policymakers to stabilize the output gap and inflation by an appropriate choice of the nominal
interest rate.

28The increase of more than 200 basis points is consistent with the reaction of a number of credit
spreads following Lehman’s bankruptcy.
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years, in line with the decoupling between house prices and mortgage debt observed in the data.

As in Eggertsson and Krugman (2012) and Guerrieri and Lorenzoni (2017), the deleveraging

shock pushes the nominal interest rate all the way to the ZLB for a prolonged period (about

three years). During this time, the economy experiences a severe recession, with output falling

by almost six percentage points below trend and inflation being below target by more than two

percentage points on an annualized basis. Once the downturn is over, the process of monetary

policy renormalization takes until the end of the simulation horizon.

We can gain further intuition about the transmission of the credit supply shock and the opti-

mal monetary policy response through the lens of the flexible-price—or “natural”—real interest

rate. Appendix D shows that, up to a first order approximation, we can write the Euler equation

for savers in terms of the output gap and the consumption gap

yt − ξc̃t = −σ−1(it − Etπt+1) + Et(yt+1 − ξc̃t+1). (12)

If prices were flexible in the current period and in the future, the Phillips curve would imply a

zero output gap in every period (yt = 0, ∀t).29 Equation (12) then gives

rnt ≡ σξ (c̃t − Etc̃t+1) , (13)

which shows that the equilibrium real interest rate rnt is inversely proportional to the expected

growth rate of the consumption gap.

Plugging (13) back into (12), we obtain a standard aggregate demand curve

yt = Etyt+1 − σ−1 (it − Etπt+1 − rnt ) . (14)

By definition, if the actual real interest rate rt ≡ it−Etπt+1 equals the natural real interest rate

rnt in every period, the output gap is always zero. Compared to the standard New Keynesian

model, in our framework the equilibrium real interest rate is endogenous, and, in particular,

through the consumption gap, is a function of the stock of debt (Eggertsson and Krugman, 2012;

Benigno et al., 2016).

During the boom period, the reduction in spreads facilitates the uptake in debt by borrowers

so that the consumption gap opens up. As the natural real interest rate rises, the central

bank finds optimal to track its increase with the policy rate. Conversely, the collapse of the

consumption gap associated with the deleveraging process pushes down the natural interest rate.

The problem is that, during the recession, the natural rate turns negative. The ZLB prevents the

central bank from being able to continue tracking the natural rate, and hence to fully stabilize

29Our definition is conditional on the actual value of the state variables, and hence differs from the
standard approach (e.g. Woodford, 2003), which derives a parallel equilibrium in which prices have been,
are, and will always be flexible. The notion that we use is perhaps closer to the approach often favored
by policymakers in practice. For example, Ferguson (2004) defines the equilibrium real rate as “the
level of the real federal funds rate that, if allowed to prevail for a couple of years, would place economic
activity at its potential.”
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Figure 3: Credit supply scenario under ‘LTV policy’ (dashed blue line) and flexible inflation
targeting (solid red line).

inflation and output (Eggertsson and Woodford, 2003).30

Lastly, we note that the collateral constraint is always binding throughout the simulation

horizon, as the Lagrange multiplier (panel c) remains positive. Nevertheless, when the crisis

hits, the multiplier spikes up so that the shadow value of an additional unit of debt increases

significantly. As Eggertsson and Krugman (2012) and Guerrieri and Iacoviello (2017) discuss

extensively, the tightening of the collateral constraint contributes to amplify the impact of the

shock. The welfare-based loss (9) suggests that measuring the severity of the crisis only through

the evolution of inflation and the output gap, as the flexible inflation targeting scenario does,

understates the full costs of the recession.

4.4.2 LTV Policy

Next, Figure 3 compares the equilibrium outcomes in the credit supply driven boom-bust scenario

under the baseline regime (solid red line) with the case in which the macro-prudential policymaker

optimally sets the LTV limit θt to minimize the loss function LMaP
0 (dashed blue line).

The striking result is that the introduction of the LTV policy allows the economy to escape

the recession. The macro-prudential policymaker aggressively tightens the LTV limit during

the boom. As a consequence, house prices rise by less than 5 percentage points and debt actu-

ally declines, while its shadow value increases significantly. The macro-prudential policymaker

successfully closes the housing gap. The consumption gap, however, becomes negative. The

30Ignoring the ZLB would imply setting a negative nominal interest rate—up to -1% in annual terms—
for several quarters (see Appendix E.2.3 for details). Not surprisingly, in this case, the central bank would
be able to fully stabilize output and inflation also during the deleveraging process.
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inability to borrow in response to the decline in spreads actually reduces relative consumption.

Since the consumption gap is proportional to the natural real interest rate, optimal monetary

policy calls for a reduction of the nominal interest rate during the boom period. The optimal

joint configuration, therefore, is a ‘loose-money/tight-credit’ policy.

When credit spreads reverse, so too does the policy stance.31 The macro-prudential policy-

maker quickly relaxes the LTV limit, which approaches 100% in the long run.32 House prices

start to recover quickly because borrowers can obtain more loans given the value of their collat-

eral. The consumption gap becomes positive, while the housing gap remains broadly balanced.

Given the expansionary boost coming from macro-prudential policy, the natural real interest rate

increases. Therefore, the central bank raises the interest rate in order to avoid overheating the

economy. In this phase, optimal policy features a persistent period of ‘tight-money/loose-credit.’

The overall message of this experiment is that the optimal setting of the LTV limit is indeed

prudential. By reducing leverage in good times, borrowers can actually use debt to cushion the

negative impact of the tightening of credit spreads.

4.5 Housing Demand Shocks

The second scenario that we consider is a boom-bust in house prices driven by housing demand

shocks uht . The boom phase captures the idea that both borrowers and savers want to buy larger

houses or upgrade their existing ones. The bust comes when, suddenly, the appetite for housing

disappears.33 For the sake of comparability, we discipline this exercise by finding a sequence of

innovations to housing preference εht such that the dynamics of house prices under the baseline

policy configuration match the ones obtained with credit supply shocks.

4.5.1 Baseline

Figure 4 compares the results in the absence of macro-prudential policy across scenarios. In

all panels, the solid red lines depict variables in the credit supply scenario, while dashed blue

lines represent variables in the housing demand scenario. The figure clearly highlights that the

dynamics of both aggregate and distributional variables under the two scenarios are qualitatively

very similar.

The main differences between the two scenarios are quantitative. The multiplier on the

borrowing constraint exhibits more pronounced fluctuations with housing demand shocks. During

the boom, the multiplier falls more, and monetary policy is slightly tighter than in the credit

supply scenario. Conversely, at the beginning of the crisis, the multiplier increases more sharply

31In practice, without the boom period, the financial crisis may have not occurred and spreads may
have not spiked. We nevertheless find instructive to discuss the optimal policy configuration in response
to an increase in credit spreads.

32In the simulations, we impose that the LTV limit cannot exceed 100%, in the same way as we deal
with the ZLB on the nominal interest rate and the Lagrange multiplier on the collateral constraint.

33A more sophisticated, but in many respects equivalent, approach to this scenario would be to intro-
duce a non-fundamental bubble component to house prices.
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Figure 4: Housing demand scenario (dashed blue line) versus credit supply scenario (solid
red line) under flexible inflation targeting.

than in the credit supply scenario. A deeper fall of the natural real interest rate, with the nominal

interest rate constrained by the ZLB, roughly doubles the magnitude of the recession in terms

output and inflation.

As for the distributional variables, the most notable difference is that the volatility of the

risk-sharing gaps is lower in this scenario because both borrowers and savers experience the

same housing demand shocks. Nevertheless, the gaps continue to move pro-cyclically because

the marginal propensity to consume goods and housing services is higher for borrowers than for

savers.

4.5.2 LTV Policy

Figure 5 introduces an active LTV policy (dashed blue line) over and above the baseline policy

of flexible inflation targeting (solid red line) in the housing demand scenario.

As in the credit supply shock case, the introduction of macro-prudential policy is very pow-

erful, and the economy does not enter a recession at the time of the negative housing demand

shock. The macro-prudential policymaker tightens LTV requirements during the boom (though

less so than in the credit supply scenario). The policy does not affect house prices directly.

A tighter (i.e. more positive) multiplier on the collateral constraint compensates for the lower

available LTV. The increase in debt, however, is much less pronounced, being roughly halved.

While the housing gap remains stable, the consumption gap increases, although less than with-

out macro-prudential policy. Optimal monetary policy calls for a mild increase in the nominal

interest rate to stabilize both inflation and the output gap fully.

In the bust, these dynamics reverse. The aggressive loosening of LTVs at the time of the
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Figure 5: Housing demand scenario under LTV policy (dashed blue line) and flexible
inflation targeting (solid red line).

crisis mitigates the deleveraging cycle. Not only has debt increased by less during the boom, but

also its decline is extremely smooth. The housing gap remains closed and the consumption gap

exhibits a small fall. Therefore, the central bank manages to keep inflation and output on target

with a small, albeit persistent, cut in interest rates.

Once again, the optimal setting of the LTV limit is strongly countercyclical. While the policy

barely affects house prices, the prudential nature follows from the absence of a large debt build

up, which in turn avoids a protracted deleveraging period and the occurrence of a liquidity trap.

The pro-cyclicality of the nominal interest rate is the main difference in terms of implications

of LTV policy for monetary policy comparing the two scenarios (Figure 3 vs. Figure 5). With

credit supply shocks, the tightening of the LTV limit actually depresses the consumption gap

and hence the natural real interest rate. During the boom, optimal monetary policy calls for

a sequence of cuts in the nominal interest rate. Conversely, with housing demand shocks, the

increase of the LTV limit only marginally affects the consumption gap. The natural real interest

rate remains above its steady state value and therefore optimal monetary policy requires a

sequence of interest rate increases. The complementarity or substitutability of monetary and

macro-prudential policy is a theme that will carry through in the next section on exiting a

liquidity trap.

4.6 Macro-Prudential Policy During the Liftoff Period

In most countries, the introduction of macro-prudential policy frameworks has occurred post-

crisis, during a period of nominal interest rates at the ZLB. As economies recover, the monetary

policy normalization phase (the ‘liftoff’ period) is therefore likely to be the first time we see

22



20 25 30 35 40 45

-10

0

10

(a) Real house price

20 25 30 35 40 45

-20

0

20
(b) Real debt

20 25 30 35 40 45

2

4

6

8

(c) Multiplier on borrowing constraint (pp)

20 25 30 35 40 45

-4

-2

0
(d) Output gap

20 25 30 35 40 45

-0.6

-0.4

-0.2

0
(e) Quarterly inflation

20 25 30 35 40 45

1

2

3

(f) Policy rate (annual, per cent)

20 25 30 35 40 45
-30
-20
-10

0
10

(g) Housing gap

20 25 30 35 40 45
85

90

95

100
(h) Loan to value ratio, per cent

Baseline LTV policy activated LTV tightening

20 25 30 35 40 45

-2

0

2

(i) Natural real rate (annual, per cent)

Figure 6: Exit from the credit supply scenario under baseline FIT policy (solid red), delayed
introduction of LTV policy (dashed blue) and delayed LTV tightening (black dot-dashed).

macro-prudential tools in action. The effects of alternative monetary/macro-prudential policy

configurations during a recovery from a recession are therefore of topical relevance. In this

section, we use our model to shed light on the state-contingent nature of the interaction between

the two forms of policy.

The following experiments assume the economy enters recession at time t0 following a house

price boom and bust, during which macro-prudential policy has been inactive. We then consider

two scenarios. In the first, at τ > t0, we introduce LTV requirements optimally to minimize

LMaP
τ . In the second scenario, we consider an ad-hoc persistent tightening of LTV requirements

in period τ .34

While we intend our experiments to be mainly illustrative, we calibrate the size of the LTV

tightening to the Canadian experience. To enhance the empirical relevance, we also assume

macro-prudential policy becomes active eight quarters after the housing bust (τ = 8).35

Figure 6 shows the credit supply scenario. The solid red lines show the dynamics of the

economy under the baseline flexible inflation targeting framework discussed above. In contrast,

the dashed blue lines display the responses of the model economy when the optimal LTV policy

34In particular, we assume the LTV requirement follows a first-order autoregressive process with
persistence parameter ρθ = 0.995.

35Beginning in late 2008, the Canadian financial regulation authority decreased the maximum LTV
several times (Shim et al., 2013). Each time, the tightening was 5 percentage point, with no reference
that the policy change would be temporary. Despite only considering one round of tightening, our
calibration may nevertheless overstate the actual consequence of the regulatory change since (a) the
measures applied only to mortgages with a government guarantee; and (b) some of the policy changes
applied only to new or refinanced mortgages, rather than the entire stock.
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Figure 7: Exit from the housing demand shock under baseline FIT policy (solid red),
delayed introduction of LTV policy (dashed blue) and delayed LTV tightening (black dot-
dashed).

becomes active eight quarters after the bust. In this case, the macro-prudential authority imme-

diately loosens the LTV requirement, which quickly hits its upper bound. The multiplier on the

borrowing constraints falls sharply, and deleveraging ceases. As real house prices recover mod-

estly, the housing gap begins to return to zero. In terms of monetary policy, the relaxation of the

LTV limit means a faster renormalization of the natural real interest rate, which facilitates an

early nominal interest rate liftoff. Compared to the baseline, the output gap closes more rapidly,

while inflation returns to its target. Monetary and macro-prudential policy work in concert to

achieve a better macroeconomic outcome.

Qualitatively, the dynamics are the opposite in the case of an LTV tightening. A lower LTV

limit exacerbates the deleveraging process, and further depresses the natural real interest rate

below its baseline path via the effect on the consumption gap. The distributional effects of the

policy spill over onto the macro-economy, creating a double-dip recession and an additional bout

of disinflation that force the monetary authority to delay the exit from the ZLB.

Figure 7 repeats the same experiment for the housing demand scenario. The qualitative

features of the responses are the same. An adoption of optimal macro-prudential policy speeds

up the recovery relative to the baseline case, while an ad-hoc tightening creates a second recession

and prolongs the ZLB period. Relative to the credit supply scenario, the optimal LTV policy

takes a somewhat different path, with an initial sharp loosening followed by a prolonged period

of more modest accommodation. Equally, the recessionary effects of the LTV tightening are

somewhat smaller relative to their peak compared to the credit supply scenario, partly because

of the different nature of the shock. Nonetheless, the main conclusion from this exercise is robust
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to the underlying cause of the boom-bust scenario. The introduction of an LTV policy during

a recovery requires a relaxation of the LTV limit to facilitate the exit from a liquidity trap.

Conversely, a persistent tightening lengthens the duration of the ZLB period.

5 Conclusion

The presence of a strongly countercyclical LTV limit avoids a liquidity trap caused by a debt-

deleveraging shock. Optimal macro-prudential policy prevents excessive accumulation of debt

during a house price boom and allows for its gradual reduction if and when the boom reverses

course. The central bank supports the macro-prudential authority by cutting interest rates in

the case of a credit supply driven expansion. Conversely, in a demand-driven scenario, optimal

monetary policy requires a series of modest hikes. Therefore, identifying the cause of house price

dynamics is important for the appropriate conduct of monetary policy in the presence of active

macro-prudential policy.

If macro-prudential policy tools become available only after a crisis has occurred, an aggres-

sive relaxation of LTVs still speeds up the recovery and shortens the duration of a liquidity trap.

On the other hand, a tightening of financial conditions during a recovery, possibly for reasons

other than macroeconomic stabilization, may delay the liftoff of interest rates from the ZLB and

even generate a new recession.

Our results demonstrate the power of active borrower-based policies to reduce the risk of

future crises due to excessive private leverage arising from the housing market. To the extent that

the marginal buyer in the housing market faces a binding borrowing constraint, this conclusion

should be robust to the presence of additional heterogeneity in the population and to other

exogenous drivers of house prices.36

Of course, LTV limits are only one of the many tools available to macro-prudential authori-

ties. In this paper, we have focused on their implications for monetary policy. Going forward, an

interesting aspect to address would be the extent to which the presence of multiple instruments

reduces the burden of adjustment on LTVs. A second avenue to explore would be to estimate

the consequences of the actual use of macro-prudential tools for the stance of monetary policy

through their effects on the natural rate of interest. We leave the study of these questions for

future research.

36An exception would be the case of unconstrained buyers dominating the market, which may be
relevant for certain areas of big cities (such as, for example, London or New York) where cash purchases
can drive house prices.
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Clarida, R., J. Gaĺı, and M. Gertler (1999). The Science of Monetary Policy: A New Keynesian

Perspective. Journal of Economic Literature 37, 1661–1707.

Clerc, L., A. Derviz, C. Mendicino, S. Moyen, K. Nikolov, L. Stracca, J. Suarez, and A. Var-

doulakish (2015). Capital Regulation in a Macroeconomic Model with Three Layers of Default.

International Journal of Central Banking 11, 9–64.

Cloyne, J., C. Ferreira, and P. Surico (2018). Monetary Policy when Households Have Debt:

New Evidence on the Transmission Mechanism. Review of Economic Studies, Forthcoming.

Collard, F., H. Dellas, B. Diba, and O. Loisel (2017). Optimal Monetary and Prudential Policies.

American Economic Journal: Macroeconomics 9, 40–87.
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Appendix

A Private Sector Optimality Conditions and Aggregation

This appendix reports the optimality conditions of the private sector (savers, borrowers, and

intermediate goods producers) and the details of the aggregation.

A.1 Savers

Starting with savers, the first order condition for deposits is

Et
(
Ms

t+1

Rdt
Πt+1

)
= 1,

where Πt ≡ Pt/Pt−1 is the gross inflation rate and the stochastic discount factor for saversMs
t+1

is

Ms
t+1 ≡ βse−z(C

s
t+1(i)−Cs

t (i)).

The corresponding condition for bank equity is

Et
(
Ms

t+1

Ret
Πt+1

)
= 1 + Ψ

[
Est (i)

κ̃ξDb
t/(1− ξ)

− 1

]
.

Combining the two Euler equation, we can obtain the no-arbitrage condition between equity and

deposits

Et
(
Ms

t+1

Ret −Rdt
Πt+1

)
= Ψ

[
Est (i)

κ̃ξDb
t/(1− ξ)

− 1

]
.

After rearranging, the first order condition for housing services can be written as

(1 + τh)
Qt
Pt

=
χsHe

uh
t Hs

t (i)−σh

ze−zC
s
t (i)

+ Et
(
Ms

t+1

Qt+1

Pt+1

)
.

The labor supply condition is
W s
t

Pt
=
χsLL

s
t (i)

ϕ

ze−zC
s
t (i)

.

The budget constraint at equality completes the list of first order conditions for savers.

A.2 Borrowers

Moving on to borrowers, we attach a Lagrange multiplier normalized by the real marginal utility

of consumption (µ̃t(i)ze
−zCb

t (i)/Pt) to the collateral constraint. The first order condition for

borrowed funds is

Et
(
Mb

t+1

Rbt − γdµ̃t+1(i)

Πt+1

)
= 1− µ̃t(i),
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where the stochastic discount factor for borrowers Mb
t+1 is

Mb
t+1 ≡ βbe−z(C

b
t+1(i)−Cb

t (i)).

The first order condition for housing demand is

[1− (1− γd)Θtµ̃t(i)]
Qt
Pt

=
χbHe

uh
t Hb

t (i)−σh

ze−zC
b
t (i)

+ Et
(
Mb

t+1

Qt+1

Pt+1

)
.

The labor supply condition is
W b
t

Pt
=
χbLL

b
t(i)

ϕ

ze−zC
s
t (i)

.

The equilibrium conditions for borrower households include the complementary slackness condi-

tion

µ̃t(i)[D
b
t − γdDb

t−1(i)− (1− γd) ΘtQtH
b
t (i)] = 0.

The budget constraint at equality completes the list of first order conditions for borrowers.

A.3 Firms

The text reports the optimality condition for banks, which is the result of perfect competition

in the financial sector.

To derive the expression for the marginal cost, we solve the dual problem

min
Lb

t ,L
s
t

W b
t

Pt
Lbt(f) +

W s
t

Pt
Lst (f),

subject to the technological constraint given by the production function. Let MCt(f) be the

multiplier on the constraint (the real marginal cost). The first order conditions for the two types

of labor are

W b
t

Pt
= ξMCt(f)Lbt(f))ξ−1Lst (f)1−ξ = ξMCt(f)

Yt(f)

Lbt(f)

W s
t

Pt
= (1− ξ)MCt(f)Lbt(f))ξLst (f)−ξ = (1− ξ)MCt(f)

Yt(f)

Lst (f)
.

Taking the ratio between the two first order conditions above shows that at the optimum all

firms choose the same proportion of labor of the two types. As a consequence, the marginal

cost is independent of firm-specific characteristics (MCt(f) = MCt). Furthermore, if we take a

geometric average of the two first order conditions above, with weights ξ and 1− ξ, respectively,

we obtain the expression for the marginal cost

MCt =
Wt/Pt

ξξ(1− ξ)1−ξ ,
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where the expression for the aggregate wage index is reported in the text.

Intermediate goods producers set prices on a staggered basis. Their optimality condition can

be summarised by a non-linear Phillips curve

X1t

X2t
=

(
1− λΠε−1

t

1− λ

) 1
−ε

,

where X1t represents the present discounted value of real costs

X1t =
ε

ε− 1
ze−zCt+1YtMCt + βλEt(Πε

tX1t+1),

and X2t represents the present discounted value of real revenues

X2t = (1 + τp)ze−zCt+1Yt + βλEt(Πε−1
t X2t+1),

where β ≡ βξb β1−ξ
s .

A.4 Aggregation

To aggregate within types, we simply integrate over the measure of households in each group.

Consumption of savers and borrowers is∫ 1−ξ

0

Cst (i)di = (1− ξ)Cst and

∫ 1

1−ξ
Cbt (i)di = ξCbt ,

while housing demand is∫ 1−ξ

0

Hs
t (i)di = (1− ξ)Hs

t and

∫ 1

1−ξ
Hb
t (i)di = ξHb

t .

In the credit market, total bank loans must equal total household borrowing∫ 1

0

Db
t (k)dk =

∫ 1

1−ξ
Db
t (i)di = ξDb

t .

Similarly, for deposits and equity holdings we have∫ 1

0

Ds
t (k)dk =

∫ 1−ξ

0

Ds
t (i)di = (1− ξ)Ds

t and

∫ 1

0

Est (k)dk =

∫ 1−ξ

0

Est (i)di = (1− ξ)Est .

Using these expressions, we obtain the aggregate balance sheet for the financial sector and the

economy-wide capital constraint reported in the text.

Labor market clearing requires∫ 1

0

Lst (f)df =

∫ 1−ξ

0

Lst (i)di = (1− ξ)Lst and

∫ 1

0

Lbt(f)df =

∫ 1

1−ξ
Lbt(i)di = ξLbt .
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Aggregating production across firms yields∫ 1

0

Yt(f)df =

∫ 1

0

Lbt(f)ξLst (f)1−ξdf. (15)

As discussed in the previous section, the ratio of hours worked of different types is independent

of firm-specific characteristics. Therefore, using the labor market equilibrium conditions, we can

rewrite the right-hand side of the previous expression as∫ 1

0

Lbt(f)ξLst (f)1−ξdf = (ξLbt)
ξ((1− ξ)Lst )1−ξ = ξξ(1− ξ)1−ξLt,

where aggregate labor is

Lt ≡ (Lbt)
ξ(Lst )

1−ξ. (16)

Using the demand for firm f ’s product, the left-hand side of (15) can also be rewritten in terms

of aggregate variables only as ∫ 1

0

Yt(f)df = ∆tYt,

where ∆t is an index of price dispersion, defined as

∆t ≡
∫ 1

0

[
Pt(f)

Pt

]−ε
df.

Given the definition of the price index and the assumption of staggered price setting, the index

of price dispersion evolves according to

∆t = λ∆t−1Πε
t + (1− λ)

(
1− λΠε−1

t

1− λ

) ε
ε−1

.

Therefore, in the aggregate, production is described by

∆tYt = ξξ(1− ξ)1−ξLt.

The last step of the aggregation is the derivation of the law of motion of debt. To obtain

this equation, we start from the flow budget constraint of a generic borrower

PtC
b
t (i)−Db

t (i) +QtH
b
t (i) = W b

t L
b
t(i)−Rbt−1D

b
t−1(i) +QtH

b
t−1(i) + Ωbt(i)− T bt (i).

We assume that each household i ∈ [0, 1] receives an equal share of aggregate profit

Ωjt (i) = PtYt −WtLt,
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for j = {b, s}. From the first order conditions of intermediate goods producers we have

W b
t L

b
t(f) = ξMCtYt(f) and W s

t L
s
t (f) = (1− ξ)MCtYt(f).

Integrating over firms, we obtain

W b
t L

b
t = W s

t L
s
t = WtLt = MCt∆tYt,

where we have used the labor market equilibrium conditions, the definition of the wage and labor

indexes, and the definition of the price dispersion index.

Aggregating the borrowers’ individual budget constraints, we can then write

Cbt −
Db
t

Pt
+
Qt
Pt
Hb
t = Yt −

Rbt−1

Πt

Db
t−1

Pt−1
+
Qt
Pt
Hb
t−1 − T b, (17)

where T b is a steady state net tax/subsidy, which includes the borrowers’ contribution to the

firms’ subsidy that make steady state output efficient, and the subsidy borrowers receive to

obtain an efficient allocation. We can rewrite the last expression to capture the law of motion of

debt
Db
t

Pt
=
Rbt−1

Πt

Db
t−1

Pt−1
+ Cbt − Yt +

Qt
Pt

(Hb
t −Hb

t−1) + T b.

B Efficient Steady State

This section first establishes the conditions under which a zero inflation (Π = 1) steady state is

efficient, and then discusses how we can obtain efficiency of the steady state allocation in the

decentralized equilibrium.37

Consider a social planner who maximises a weighted average of borrowers and savers’ per-

period welfare

U ≡ ξ̃U(Cb, Hb, Lb) + (1− ξ̃)U(Cs, Hs, Ls), (18)

for some Pareto weights ξ̃ ∈ [0, 1], where U(Cj , Hj , Lj) is the per-period utility function of type

j = {b, s}. The social planner chooses allocations subject to the constraints imposed by the

aggregate production function and the market clearing conditions for goods, housing, and labor.

Importantly, the planner is not subject to the borrowing constraint.

In steady state, there is no price dispersion (∆ = 1). We can further combine the production

function with the goods and labor market constraints to yield

(Lb)ξ(Ls)1−ξ = ξCb + (1− ξ)Cs.

Let µ1 be the Lagrange multiplier on this constraint and µ2 be the multiplier on the housing

37Without loss of generality, we normalize the price level to one so that all variables can be thought
of as expressed in real terms.
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resource constraint. The first-order conditions for an efficient steady state are

ξ̃U bc = µ1ξ

(1− ξ̃)Usc = µ1(1− ξ)

ξ̃U bh = µ2ξ

(1− ξ̃)Ush = µ2(1− ξ)

ξ̃U bl = µ1ξY/L
b

(1− ξ̃)Usl = µ1(1− ξ)Y/Ls,

where U jc , U jh, and U jl are the marginal utilities of consumption and housing, and the marginal

disutility of labor, for type j, respectively. If the Pareto weights coincide with the population

weights (ξ̃ = ξ), the marginal utility of consumption and housing are equal across types

U bc = Usc = µ1 and U bh = Ush = µ2,

and so are their levels. In addition, if the disutility of labor has a constant elasticity of substi-

tution, as we assumed, hours supplied by borrowers and savers are proportional to each other

depending on the disutility parameters χs and χb.

For a given type of household, we also obtain

U jc

U jh
=
µ1

µ2
.

The ratio of the marginal utilities of consumption and housing for the two types are the same.

The efficient steady state also implies the usual optimality conditions that equates the marginal

rate of substitution between consumption and leisure to the marginal rate of transformation

between labor and output
U jl
U jc

=
Y

Lj
.

Assuming the subsidy τp is set as to remove the distortions from monopolistic competition

in steady state (MC = 1), the labor market equilibrium implies

[
χbL(Lb)ϕ

ze−zCb

]ξ [
χsL(Ls)ϕ

ze−zCs

]1−ξ

=
Y

L
.

Using the goods and labor market clearing conditions, and replacing output with labor from the

production function, equilibrium hours solve

LϕezL =
z(

χbL
)ξ

(χsL)
1−ξ .

We can choose the labor supply disutility parameters χjL to deliver a desired target for hours
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worked by each group (e.g. 1/3 of the households’ time endowments). Given this result, the

production function pins down the equilibrium level of output. Therefore, importantly, the

steady state efficient level of output and hours is independent of the distribution of wealth/debt

across household types.

The next step is to find conditions under which the steady state allocation of the decentralized

economy is efficient. In particular, we seek the taxes that achieve this objective. In the steady

state of the decentralized economy, the savers’ discount rate pins down the real rate of interest

Rd =
1

βs
.

Since the ratio between equity and deposits is at its desired level, the spread between the return

on equity and the return on deposits is zero, and so is the spread between loan and deposit rates

Rb = Re = Rd.

In what follows, we drop the superscripts from returns and simply call the steady state gross real

interest rate R. From the Euler equation for borrowers, we can obtain the value of the Lagrange

multiplier on the collateral constraint

µ̃ =
1− βbR
1− βbγd

,

which is positive as long as our initial assumption βb < 1/R = βs is satisfied (that is, borrowers

are relatively impatient).38 With a positive multiplier, the constraint binds, and so equilibrium

debt is

Db = ΘQHb.

Finally, we turn to the housing block. Starting from the law of motion of debt in steady

state, we can write

Cb = Y − T b − (R− 1)Db.

In an efficient steady state, the level of consumption must be equal (Cb = Cs). Therefore,

from the resource constraint, we have that Cb = Cs = Y = C. Substituting into the previous

condition yields

τ b = −1− βs
ξβs

η,

where η ≡ ξDb/Y is the ratio of debt to GDP and τ b ≡ T b/Y is subsidy to borrowers (net of

their contribution to the production subsidy) that equalises consumption across types.

The last element that we need to determine is the housing tax τh. In steady state, the

38Alternatively, we could write the value of the Lagrange multiplier on the borrowing constraint as
µ̃ = (βs − βb)/[βs(1− βbγd)] > 0, as long as βs > βb, which again corresponds to the initial assumption
on the individual discount factors.
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housing demand equation for borrowers is

[1− (1− γd)Θµ̃− βb]Q =
χbH(Hb)−σh

ze−zC
,

while for savers we have

(1 + τh − βs)Q =
χsH(Hs)−σh

ze−zC
,

where we have used the equality of consumption across types. For the steady state housing

allocation to be efficient, we must have that the numerator of the right-hand side of the last two

expressions (the marginal utility of housing) is equal across types.39 Therefore, the steady state

housing tax must be

τh = (βs − βb)
[
1− (1− γd)Θ

βs(1− βbγd)

]
,

where we used the expression for the steady state Lagrange multiplier µ̃ derived above. Not

surprisingly, the steady state tax on housing is zero in the limit βb → βs.

B.1 Macro-Prudential Policy in the Efficient Equilibrium

This section shows that, in a flexible-price efficient equilibrium, macro-prudential policy carries

distributional consequences but has no impact on the level of aggregate activity.

As derived in Appendix A, labor supply for type j’s satisfies

W j
t =

χjL(Ljt )
ϕ

ze−zC
j
t

.

Weighting the labor supply of each type by their respective shares, using the definition of

the wage index, and equating with labor demand gives[
χbL(Lbt)

ϕ

ze−zC
b
t

]ξ [
χsL(Lst )

ϕ

ze−zC
s
t

]1−ξ

=
Yt
Lt

Using the definition of the labor aggregator and the resource constraint, we can simplify the

previous expression to
(χbL)ξ(χsL)1−ξL1+ϕ

t

ze−z(Yt−Γt)
= Yt,

where Γt is the portfolio adjustment cost term. In a flexible-price efficient equilibrium, the

aggregate production function is simply Yt = Lt. Therefore, we can express the last condition in

terms of the efficient level of output Y ∗t as

(χbL)ξ(χsL)1−ξ

ze−zY
∗
t

(Y ∗t )ϕ = 1. (19)

39In addition, if the housing preference parameters are the same across households (χb = χs = χ),
then also the actual level of housing services consumed is the same (Hb = Hs = H).
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In principle, portfolio adjustment costs associated with savers’ debt-equity choice do affect output

under flexible prices, but this effect is second order because Γt is quadratic. As a result, to a

first order approximation, the efficient level of output only depends on the level of technology

(which we have assumed to be constant and normalized to one) and preference parameters.

In spite of no first-order effects on aggregate supply, macro-prudential measures retain dis-

tributional consequences even in an efficient equilibrium. The macro-prudential authority will

not be indifferent between different levels of LTV ratios or capital requirements. We return to

this point in the next section after deriving a linear-quadratic approximation of the model that

allows us to study the optimal joint conduct of monetary and macro-prudential policy. The

flexible-price efficient equilibrium will be a useful starting point for our analysis.

C Derivation of the Loss Function

We define the welfare objective for the policymaker W0 as the present discounted value of the per-

period utility of the two types, weighted by arbitrary weights ξ̃, and we assume the policymaker

discounts the future at rate β (defined in the text)

W0 ≡ E0

( ∞∑
t=0

βtUt

)
, (20)

where

Ut ≡ ξ̃U b(Cbt , Hb
t , L

b
t) + (1− ξ̃)Us(Cst , Hs

t , L
s
t ). (21)

In order to derive a quadratic welfare objective, we take a second-order approximation of (21)

around the efficient steady state in which Cb = Cs = C = Y , Hb = Hs = H, and Lb = Ls = L.

Ignoring terms of order three and higher, we get:

Ut − U ' ξ̃[U bc (Cbt − C) +
1

2
U bcc(C

b
t − C)2] + (1− ξ̃)[Usc (Cst − C) +

1

2
Uscc(C

s
t − C)2]

+ ξ̃[U bh(Hb
t −H) +

1

2
U bhh(Hb

t −H)2] + (1− ξ̃)[Ush(Hs
t −H) +

1

2
Ushh(Hs

t −H)2]

+ ξ̃[U bl (Lbt − L) +
1

2
U bll(L

b
t − L)2] + (1− ξ̃)[Usl (Lst − L) +

1

2
Usll(L

s
t − L)2],

where U jcc, U
j
hh and U jll are the second derivatives of the utility function with respect to con-

sumption, housing, and labor, for type j, respectively.

Next, we factor out the marginal utility of consumption, housing, and the marginal disutility
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of labor for each group to obtain

Ut − U ' ξ̃U bc [(Cbt − C) +
1

2

U bcc
U bc

(Cbt − C)2] + (1− ξ̃)Usc [(Cst − C) +
1

2

Uscc
Usc

(Cst − C)2]

+ ξ̃U bh[(Hb
t −H) +

1

2

U bhh
U bh

(Hb
t −H)2] + (1− ξ̃)Ush[(Hs

t −H) +
1

2

Ushh
Ush

(Hs
t −H)2]

+ ξ̃U bl [(Lbt − L) +
1

2

U bll
U bl

(Lbt − L)2] + (1− ξ̃)Usl [(Lst − L) +
1

2

Usll
Usl

(Lst − L)2].

Using the first-order conditions associated with the efficient steady state, we get

Ut − U ' µ1ξ[(C
b
t − C) +

1

2

U bcc
U bc

(Cbt − C)2] + µ1(1− ξ)[(Cst − C) +
1

2

Uscc
Usc

(Cst − C)2]

+ µ2ξ[(H
b
t −H) +

1

2

U bhh
U bh

(Hb
t −H)2] + µ2(1− ξ)[(Hs

t −H) +
1

2

Ushh
Ush

(Hs
t −H)2]

− µ1ξ
Y

Lb
[(Lbt − L) +

1

2

U bll
U bl

(Lbt − L)2]− µ1(1− ξ) Y
Ls

[(Lst − L) +
1

2

Usll
Usl

(Lst − L)2].

Given the assumed preferences, we have

U jcc

U jc
=
−z2e−zC

ze−zC
= −z = − σ

Y

U jhh
U jh

=
−χjHσhH−σh−1

χjHH
−σh

= −σh
H

U jll
U jl

=
χjLϕL

ϕ−1

χjLL
ϕ

=
ϕ

L

After substituting for these semi-elasticities, we collect the linear terms in consumption and

housing to get

Ut − U ' µ1[ξ(Cbt − C) + (1− ξ)(Cst − C)] + µ2[ξ(Hb
t −H) + (1− ξ)(Hs

t −H)]

− 1

2
µ1z

[
ξ(Cbt − C)2 + (1− ξ)(Cst − C)2

]
− 1

2
µ2
σh
H

[
ξ(Hb

t −H)2 + (1− ξ)(Hs
t −H)2

]
− µ1ξ

Y

L
[(Lbt − L) +

1

2

ϕ

L
(Lbt − L)2]− µ1(1− ξ)Y

L
[(Lst − L) +

1

2

ϕ

L
(Lst − L)2]. (22)

To eliminate first-order terms, we first make use of the identity

Zt ≡ elnZt ,

for any variable Zt. We approximate Zt around lnZ to the second order. Let yt ≡ lnZt. Then,
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we have

eyt ' ey + ey(yt − y) +
1

2
ey(yt − y)2,

where we have ignored terms of order three and higher. Applying the transformation back, we

get

Zt ' Z + Z(lnZt − lnZ) +
1

2
(lnZt − lnZ)2,

which implies
Zt − Z
Z

' zt +
1

2
z2
t ,

or

Zt ' Z(1 + zt +
1

2
z2
t ),

where we have defined zt ≡ ln(Zt/Z).

Now, we apply the approximation to the goods market resource constraint

Yt = ξCbt + (1− ξ)Cst + Γt,

where

Γt =
Ψ

2

(
κ̃t
κ̃
− 1

)2

κ̃ξDb
t .

Note that in steady state Γt is equal to zero, and that all first and second derivatives are zero ex-

cept for the second derivative with respect to κ̃t. Therefore, up to a second order approximation,

we have

Γt '
Ψκ̃ξDb

2
κ2
t ,

where κt = (κ̃t − κ̃)/κ̃. Consequently, up to the second order, the resource constraint becomes

(Yt − Y )− Ψκ̃ξDb

2
κ2
t = ξ(Cbt − C) + (1− ξ)(Cst − C),

which gives us a second order approximation of aggregate consumption in terms of aggregate

output and adjustment costs

ξ(Cbt − C) + (1− ξ)(Cst − C) = Y (yt +
1

2
y2
t )− Ψκ̃ξDb

2
κ2
t . (23)

Similarly, for the housing market resource constraint

H = ξHb
t + (1− ξ)Hs

t ,

we have

0 = ξ(Hb
t −H) + (1− ξ)(Hs

t −H), (24)

so that the second term of the first line of (22) disappears.
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Going back to our approximation, we can rewrite

Ut − U ' µ1Y (yt +
1

2
y2
t )− 1

2
µ1z

[
ξ(Cbt − C)2 + (1− ξ)(Cst − C)2

]
− 1

2
µ2
σh
H

[
ξ(Hb

t −H)2 + (1− ξ)(Hs
t −H)2

]
− µ1ξ

Y

L
[(Lbt − L) +

1

2

ϕ

L
(Lbt − L)2]− µ1(1− ξ)Y

L
[(Lst − L) +

1

2

ϕ

L
(Lst − L)2], (25)

where the equity adjustment cost term drops out because of it is independent of policy. Using

the coefficients defined above, we can further rearrange the previous expression as

Ut − U ' µ1Y [yt − ξlbt − (1− ξ)lst ] +
1

2
µ1Y y

2
t

− 1

2
µ1σY

[
ξ(cbt)

2 + (1− ξ)(cst )2
]
− 1

2
µ2σhH

[
ξ(hbt)

2 + (1− ξ)(hst )2
]

− 1

2
µ1ξY (1 + ϕ)(lbt )

2 − 1

2
µ1(1− ξ)Y (1 + ϕ)(lst )

2. (26)

Next, we focus on eliminating the first-order terms left in the approximation. From the

aggregate production function derived in section A.4 we have

∆̂t + yt = ξlbt + (1− ξ)lst ,

where ∆̂t ≡ ∆t − 1, since there is no price dispersion in steady state. Replacing from this

equation for the difference between output and the weighted average of two types’ labor supply,

we can write

Ut − U '
1

2
µ1Y y

2
t − µ1Y ∆̂t

− 1

2
µ1σY

[
ξ(cbt)

2 + (1− ξ)(cst )2
]
− 1

2
µ2σhH

[
ξ(hbt)

2 + (1− ξ)(hst )2
]

− 1

2
µ1ξY (1 + ϕ)(lbt )

2 − 1

2
µ1(1− ξ)Y (1 + ϕ)(lst )

2.

At this point, the welfare objective is fully quadratic.40 However, we can further manipulate

the approximation to obtain terms that have a more meaningful economic interpretation. To

this end, we combine the terms in output, consumption, and labor

Ut − U ' −
1

2
µ1Y

{
σ[ξ(cbt)

2 + (1− ξ)(cst )2]− y2
t + (1 + ϕ)[ξ(lbt )

2 + (1− ξ)(lst )2]
}

− 1

2
µ2σhH

[
ξ(hbt)

2 + (1− ξ)(hst )2
]
− µ1Y ∆̂t. (27)

Let us focus on the first line of the right-hand side of (27). Adding and subtracting (ϕ+σ)y2
t ,

40As we will show formally below, ∆̂t (the price dispersion index) is a term of order two.
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we can write

σ[ξ(cbt)
2 + (1− ξ)(cst )2]− y2

t + (1 + ϕ)[ξ(lbt )
2 + (1− ξ)(lst )2] =

σ[ξ(cbt)
2 + (1− ξ)(cst )2]− y2

t + (ϕ+ σ)y2
t − (ϕ+ σ)y2

t + (1 + ϕ)[ξ(lbt )
2 + (1− ξ)(lst )2].

We can take σy2
t inside the consumption terms and (1 + ϕ)y2

t inside the labor terms to write

σ[ξ(cbt)
2 + (1− ξ)(cst )2]− y2

t + (1 + ϕ)[ξ(lbt )
2 + (1− ξ)(lst )2] =

(ϕ+ σ)y2
t + σ[ξ(cbt)

2 + (1− ξ)(cst )2 − y2
t ] + (1 + ϕ)[ξ(lbt )

2 + (1− ξ)(lst )2 − y2
t ]. (28)

Now we work with the second term of the right-hand side of (28), which we can write as

ξ(cbt)
2 + (1− ξ)(cst )2 − y2

t = ξ[(cbt)
2 − y2

t ] + (1− ξ)[(cst )2 − y2
t ]

= ξ(cbt + yt)(c
b
t − yt) + (1− ξ)(cst + yt)(c

s
t − yt).

We use again the resource constraint to replace the difference between each type’s consumption

and output

ξ(cbt)
2 + (1− ξ)(cst )2 − y2

t = ξ(cbt + yt)(1− ξ)(cbt − cst )− (1− ξ)(cst + yt)ξ(c
b
t − cst )

= ξ(1− ξ)(cbt − cst )[(cbt + yt)− (cst + yt)]

= ξ(1− ξ)(cbt − cst )2. (29)

Before moving on, we need to take an approximation of the labor supply conditions

χbL(Lbt)
1+ϕ

ze−zC
b
t

= W b
t L

b
t and

χsL(Lst )
1+ϕ

ze−zC
s
t

= W s
t L

s
t .

Taking a geometric average of the above two conditions, with weights reflecting the two types’

shares, we get an aggregate labor supply condition of the form

χL(Lt)
1+ϕ

ze−z(Yt−Γt)
= WtLt.

Substituting on the left-hand side for aggregate employment from the aggregate production

function, we can write

χL
ze−z(Yt−Γt)

[
∆tYt

ξξ(1− ξ)1−ξ

]1+ϕ

= WtLt.

As we proved in section A.4, W j
t L

j
t = WtLt for j = {b, s}. Therefore, we can write

χL
ze−z(Yt−Γt)

[
∆tYt

ξξ(1− ξ)1−ξ

]1+ϕ

=
χbL(Lbt)

1+ϕ

ze−zC
b
t

=
χsL(Lst )

1+ϕ

ze−zC
s
t

.
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Approximating these two conditions and solving for each type’s labor supply, we obtain

lbt = ∆̂t + yt −
σ

1 + ϕ
(cbt − yt)

lst = ∆̂t + yt −
σ

1 + ϕ
(cst − yt).

Using the first order approximation of the resource constraint, we can rewrite the two conditions

above as

lbt = ∆̂t + yt −
σ

1 + ϕ
(1− ξ)(cbt − cst )

lst = ∆̂t + yt +
σ

1 + ϕ
ξ(cbt − cst ).

Now we can move on to the third term of the right-hand side of (28) substituting out labor

supply of the two types.

ξ(lbt )
2 + (1− ξ)(lst )2 − y2

t =

ξ

[
∆̂t + yt −

σ

1 + ϕ
(1− ξ)(cbt − cst )

]2

+ (1− ξ)
[
∆̂t + yt +

σ

1 + ϕ
ξ(cbt − cst )

]2

− y2
t .

We expand the two squared terms on the right-hand side of the last equation isolating the terms

in the consumption gap

ξ(lbt )
2 + (1− ξ)(lst )2 − y2

t =

ξy2
t + ξ

[
σ

1 + ϕ
(1− ξ)(cbt − cst )

]2

− 2ξyt
σ

1 + ϕ
(1− ξ)(cbt − cst )

+ (1− ξ)y2
t + (1− ξ)

[
σ

1 + ϕ
ξ(cbt − cst )

]2

+ 2(1− ξ)yt
σ

1 + ϕ
ξ(cbt − cst )− y2

t ,

where the term ∆̂t drops out because it is of order two, hence its square and its product with

first order terms is irrelevant for welfare up to the second order.

We can now combine terms and simplify to obtain

ξ(lbt )
2 + (1− ξ)(lst )2 − y2

t = ξ(1− ξ)
[

σ

1 + ϕ
(cbt − cst )

]2

, (30)
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We replace (29) and (30) into (28)

σ[ξ(cbt)
2 + (1− ξ)(cst )2]− y2

t + (1 + ϕ)[ξ(lbt )
2 + (1− ξ)(lst )2]

= (ϕ+ σ)y2
t + σξ(1− ξ)(cbt − cst )2 + (1 + ϕ)ξ(1− ξ)

[
σ

1 + ϕ
(cbt − cst )

]2

= (ϕ+ σ)y2
t + ξ(1− ξ)σ

(
1 + σ + ϕ

1 + ϕ

)
(cbt − cst )2.

Expanding the last term on the right-hand side and combining it with the first, we can write

σ[ξ(cbt)
2 + (1− ξ)(cst )2]− y2

t + (1 + ϕ)[ξ(lbt )
2 + (1− ξ)(lst )2]

= (σ + ϕ)y2
t − 2(1 + ϕ)atyt + ξ(1− ξ)σ

(
1 + σ + ϕ

1 + ϕ

)
(cbt − cst )2.

We now go back to (27) and substitute the result we have just derived to obtain

Ut − U ' −
1

2
µ1Y

[
(σ + ϕ)y2

t + ξ(1− ξ)σ
(

1 + σ + ϕ

1 + ϕ

)
(cbt − cst )2

]
− 1

2
µ2σhH

[
ξ(hbt)

2 + (1− ξ)(hst )2
]
− µ1Y ∆̂t. (31)

Next, we work with the second line of (31). From the linear approximation of the housing

market clearing condition, we have

hbt = −(1− ξ)(hbt − hst )

hst = ξ(hbt − hst ).

Therefore, we have

ξ(hbt)
2 + (1− ξ)(hst )2 = ξ(1− ξ)2(hbt − hst )2 + (1− ξ)ξ2(hbt − hst )2

= ξ(1− ξ)(hbt − hst )2.

Notice also that the coefficient multiplying the housing term is µ2H. Using the conditions for

the efficient steady state, we can rewrite

µ2H = µ1Y
µ2H

µ1Y
= µ1Y

U jh
U jc

H

Y
.

We can choose the housing utility parameters χjH so that

U jh
U jc

H

Y
= 1.
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Substituting back into the welfare approximation, we arrive at

Ut − U ' −
1

2
µ1Y

[
(σ + ϕ)y2

t + ξ(1− ξ)σ
(

1 + σ + ϕ

1 + ϕ

)
(cbt − cst )2 + ξ(1− ξ)σh(hbt − hst )2

]
− µ1Y ∆̂t.

(32)

Lastly, we take a second order approximation of the price dispersion index, which yields

∆̂t = λ∆̂t−1 +
1

2

λε

1− λ
π2
t .

Solving the previous difference equation backward, we have

∆̂t = λ∆̂−1 +
1

2

λε

1− λ

t∑
j=0

λt−jπ2
j ,

for some initial level of price dispersion ∆̂−1. We are interested in the present discounted value

of the previous expression, that is

∞∑
t=0

βt∆̂t =
1

2

λε

1− λ

∞∑
t=0

βt
t∑

j=0

λt−jπ2
j ,

where we have dropped the initial level of price dispersion as it is independent of policy. Let us

now focus on the double sum on the right-hand side of the last expression, which we can expand

to obtain

∞∑
t=0

βt
t∑

j=0

λt−jπ2
j = π2

0 + β(λπ2
0 + π2

1) + β2(λ2π2
0 + λπ2

1 + π2
2) + ...

=

∞∑
j=0

(βλ)jπ2
0 + β

∞∑
j=0

(βλ)jπ2
1 + β2

∞∑
j=0

(βλ)jπ2
2 + ...

= π2
0

∞∑
j=0

(βλ)j + βπ2
1

∞∑
j=0

(βλ)j + β2π2
2

∞∑
j=0

(βλ)j + ...

=

∞∑
t=0

βtπ2
t

∞∑
j=0

(βλ)j =
1

1− βλ

∞∑
t=0

βtπ2
t

Therefore, we can write
∞∑
t=0

βt∆̂t =
1

2

λε

(1− λ)(1− βλ)

∞∑
t=0

βtπ2
t .
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Substituting back into the approximation of utility, we obtain

Ut − U ' −
1

2
µ1Y

[
(σ + ϕ)y2

t + ξ(1− ξ)σ
(

1 + σ + ϕ

1 + ϕ

)
(cbt − cst )2 + ξ(1− ξ)σh(hbt − hst )2

+
λε

(1− λ)(1− βλ)
π2
t

]
. (33)

Therefore, up to the second order and ignoring terms independent of policy, we can rewrite

the welfare objective as

W0 ' −
Ω

2
E0

∞∑
t=0

βt
(
y2
t + λππ

2
t + λcc̃

2
t + λhh̃

2
t

)
(34)

where c̃t ≡ cbt − cst and h̃t ≡ hbt − hst are the consumption and housing gaps, respectively. The

composite parameters in the loss function are

Ω ≡ µ1Y (σ + ϕ)

λπ ≡ λε

(1− λ)(1− βλ)(σ + ϕ)

λc ≡ ξ(1− ξ)σ(1 + σ + ϕ)

(1 + ϕ)(σ + ϕ)

λh ≡ ξ(1− ξ)σh
σ + ϕ

.

Observe that the higher is σ, the greater the weight on the output and consumption gap

terms, though the weight on the consumption gap grows quadratically in σ, whereas the weight

on the output gap is linear in σ. The higher is ϕ, the greater the weight on the aggregate output

gap, and the smaller the weight on the consumption gap.

To give a rough idea of magnitudes, take σ = ϕ = 1 as a baseline case. Then, the relative

weight on the consumption gap is λc = 3ξ(1 − ξ)/4. Since ξ(1 − ξ) reaches a maximum of

1/4, the maximum relative weight on the consumption gap is 3/16. In general, the policymaker

will attribute more weight to the volatility of aggregate output than to the volatility of relative

consumption. Nevertheless, for a given policy, the latter may be large, thus becoming a significant

source of welfare costs. The ability to use multiple policy instruments to deal with different

tradeoffs should mitigate these costs.

D Linearized Constraints

In this section, we derive a first-order approximation of the equilibrium conditions that constitute

the constraints for the optimal policy problem in our linear-quadratic setting. Unless otherwise

stated, lower-case variables denote log-deviations from steady state, that is, for a generic variable

Zt with steady state value Z, Zt ≡ ln(Zt/Z).
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D.1 Savers

The Euler equation for savers is

cst = −σ−1(it − Etπt+1) + Etcst+1, (35)

where it ≡ lnRdt is the net nominal interest rate on deposits and σ ≡ zY is the inverse of the

elasticity of intertemporal substitution. A similar condition applies to equity investment, taking

into account portfolio adjustment costs. Up to the first order, no arbitrage therefore implies

iet = it +
(1− ξ)Ψ

ξ
κt. (36)

The labor supply condition for savers is

wst = ϕlst + σcst ,

where wst is the log-deviation of the savers’ real wage.

Demand for housing by savers is

qt =
1 + τh − βs

1 + τh
(uht + σcst − σhhst ) +

βs
1 + τh

Et[qt+1 − σ(cst+1 − cst )], (37)

where qt is the log-deviation of the real price of housing from its steady state value and the

housing demand shock follows

uht = ρhu
h
t−1 + εht ,

with ρh ∈ (0, 1) and εht ∼ N (0, ς2h).

D.2 Borrowers

The Euler equation for borrowers takes into account the effect of the collateral constraint

cbt = −σ−1

[
1− (1− βbγd)µ̃

1− µ̃
ibt − Etπt+1 +

µ̃

1− µ̃
(µt − βbγdEtµt+1)

]
+ Etcbt+1, (38)

where ibt ≡ lnRbt is the net nominal interest rate faced by borrowers. Note that, everything else

equal, a tightening of the collateral constraint (µt > 0) tends to raise the cost of borrowing for

impatient households, while an expected rise (Etµt+1 > 0) tends to lower it.

Labor supply for borrowers is

wbt = ϕlbt + σcbt ,

where wbt is the log-deviation of the borrowers’ real wage.
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Borrowers’ demand for housing is

qt =
(1− γd)µ̃Θ

1− (1− γd)µ̃Θ
(µt + θt) +

1− βb − (1− γd)µ̃Θ

1− (1− γd)µ̃Θ
(uht + σcbt − σhhbt)

+
βb

1− (1− γd)µ̃Θ
Et[qt+1 − σ(cbt+1 − cbt)], (39)

where θt, which can be either a shock or a macro-prudential policy instrument, is the log-deviation

of the collateral constraint parameter (the LTV ratio) from its steady state value.

The linearized borrowing constraint at equality is

dbt ≤ γd(dbt−1 − πt) + (1− γd)(θt + qt + hbt), (40)

where dbt denotes the log-deviation of the real quantity of debt from its steady state value.

Finally, from the borrowers’ budget constraint, we can derive the law of motion for debt as

dbt =
1

βs
(ibt−1 + dbt−1 − πt) +

1

Θ
(hbt − hbt−1) +

ξ

η
(cbt − yt), (41)

where we have used the fact that in steady state gross returns equal the inverse of the savers’

discount factor.

D.3 Banks

Banks price loans as a weighted average between the return on equity and the deposit rate

ibt = κ̃iet + (1− κ̃)it.

Using the no arbitrage condition between return on equity and on deposits from the savers’

problem (36), we obtain an expression for the spread of the the loan rate on the deposit rate

ibt = it +
1− ξ
ξ

ψκt, (42)

where ψ ≡ Ψκ̃ is the semi-elasticity of the borrowing rate to capital requirements and κt is the

log-deviation of the capital requirement from its steady state value, which follows

κt = ρκκt−1 + εκt ,

with ρκ ∈ (0, 1) and εκt ∼ N (0, ς2κ).
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D.4 Production

Up to a linear approximation, the production function is

yt = lt.

The labor demand equation is simply

wt = mct,

where mct is the first order approximation of real marginal cost. The wage bill must be equal

across types

wst + lst = wbt + lbt ,

where the wage index is

wt = ξwbt + (1− ξ)wst

and labor market clearing requires

lt = ξlbt + (1− ξ)lst .

Finally, the Phillips Curve is

πt =
(1− λ)(1− βλ)

λ
mct + βEtπt+1.

D.5 Market Clearing

Goods market clearing entails

yt = ξcbt + (1− ξ)cst , (43)

while housing market clearing requires

ξhbt + (1− ξ)hst = 0. (44)

The market clearing conditions complete the description of the linearized model.

D.6 Gaps and Aggregate Variables

In what follows, we combine the equilibrium relations to obtain a parsimonious set of constraints

for the optimal policy problem.

On the supply side, we can rewrite the Phillips curve in terms of the efficient output gap,

which is equal to the deviations of output from steady state since we have assumed a constant

level of productivity (see equation 19).41

41Since our model does not have markup shocks, the flexible-price level of output is efficient.
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Weighting the labor supply equations by population shares and using the equality between

the real wage and marginal costs, we can write an aggregate labor market equilibrium equation

ϕlt + σct = mct.

Using the resource constraint and the production function, we can then rewrite

mct = (σ + ϕ)yt.

Finally, replacing into the Phillips curve gives

πt = γyt + βEtπt+1, (45)

where γ ≡ (σ + ϕ)(1− λ)(1− βλ)/λ.

On the demand side, we start from the savers’ Euler equation (35) and replace savers’ con-

sumption from the resource constraint (43) to obtain

yt − ξc̃t = −σ−1(it − Etπt+1) + Et(yt+1 − ξc̃t+1). (46)

The second condition that characterises aggregate demand comes from substituting housing

demand for borrowers from the market clearing condition (44) into the borrowing constraint

equality (40)

dbt ≤ γd(dbt−1 − πt) + (1− γd)[θt + qt + (1− ξ)h̃t]. (47)

Finally, we can replace the goods and housing market resource constraints, and the banking

condition (42) into the borrowers’ budget constraint (41) to obtain an equation for the law of

motion of debt

dbt =
1

βs

(
it−1 +

1− ξ
ξ

ψκt−1 + dbt−1 − πt
)

+
1− ξ

Θ
(h̃t − h̃t−1) +

ξ(1− ξ)
η

c̃t. (48)

The housing market (housing gap and house prices) is characterized by the housing demand

equations of savers and borrowers. We can rewrite the former in terms of aggregate variables as

qt =
1 + τh − βs

1 + τh
[uht + σhξ(h̃t − φh̃t−1)] + σ(yt − ξc̃t) +

βs
1 + τh

Et[qt+1 − σ(yt+1 − ξc̃t+1)]. (49)

For borrowers, we have

qt =
(1− γd)µ̃Θ

1− (1− γd)µ̃Θ
(µt + θt) +

1− βb − (1− γd)µ̃Θ

1− (1− γd)µ̃Θ
[uht − σh(1− ξ)(h̃t − φh̃t−1)]

+ σ[yt + (1− ξ)c̃t] +
βb

1− (1− γd)µ̃Θ
Et{qt+1 − σ[yt+1 + (1− ξ)c̃t+1]}. (50)

The last constraint that we need for the optimal policy problem is the Euler equation of bor-
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rowers to keep track of the multiplier on the collateral constraint. Using the resource constraint

and the expression for the borrower rate, we can write

yt+(1−ξ)c̃t = −σ−1

[
1− (1− βbγd)µ̃

1− µ̃

(
it +

1− ξ
ξ

ψκt

)
− Etπt+1 +

µ̃

1− µ̃
(µt − βbγdEtµt+1)

]
+ Et[yt+1 + (1− ξ)c̃t+1]. (51)

Given a specification of monetary policy (in terms of the interest rate it) and macro-

prudential policy (in terms of the LTV ratio θt), and exogenous processes for the housing demand

shock uht and the capital requirement κt, equations (45)-(51), constitute a system of seven equa-

tions in seven unknowns (yt, πt, c̃, h̃t, qt, d
b
t , and µt) that characterises the equilibrium.

D.7 Calibration of ψ

To calibrate ψ, we use the linearized Euler equation for borrowers (38), which we can write in

terms of ‘gaps’ as:

yt+(1−ξ)c̃t = −σ−1

[
1− (1− βbγd)µ̃

1− µ̃

(
it +

1− ξ
ξ

ψκt

)
− Etπt+1 +

µ̃

1− µ̃
(µt − βbγdEtµt+1)

]
+ Et[yt+1 + (1− ξ)c̃t+1].

The evidence from the Macroeconomic Assessment Group cited in the paper gives an esti-

mated range for ∂yt/∂κt in partial equilibrium. From the expression above, we obtain

∂yt
∂κt

= −σ−1 1− (1− βbγd)µ̃
1− µ̃

1− ξ
ξ

ψ

The steady state Lagrange multiplier on the borrowing constraint is

µ̃ =
1− βb/βs
1− βbγd

Given the values of the other parameters, we can use this expression to, infer the value for

ψ = Ψκ̃ that matches the empirical estimate. In particular, we have

µ̃ =
1− βb/βs
1− βbγd

=
1− 0.985/0.995

1− 0.985× 0.7
≈ 0.032.

Plugging into the partial derivative above together with the other parameter values, we get

∂yt
∂κt

= −1× 1− (1− 0.985× 0.7)× 0.032

1− 0.032
× 1− 0.57

0.57
×Ψ× 0.1 = −0.077×Ψ

The estimated range of the effects of a change in capital requirements on annual GDP in

the MAG report is [−0.05%,−0.35%]. Converting this result to the effects on quarterly GDP
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gives a range of [−0.0125%,−0.0875%]. Setting Ψ = 0.5 in the formula above implies an effect of

−0.0385, roughly in the middle of the estimated interval. Since we assume κ̃ = 0.1, this implies

ψ = 0.05 as reported in the text.

E Computational Details

In this section, we describe how we implement the optimal time-consistent monetary and macro-

prudential policy plans in the linear-quadratic approximation that we have derived so far, taking

into account occasionally binding constraints.

E.1 Timing Protocol and Equilibrium Properties

The definition of ‘optimal discretion’ that we use requires the following protocol:

• At the start of each period nature reveals the values of all shocks.

• Today’s policymaker acts as a Stackelberg leader with respect to (a) private agents today;

(b) future policymakers and private agents. The policymaker acts after shocks are revealed,

so takes them as given.

• Today’s policymaker is constrained by the behavior of private agents today: outcomes

today must be compatible with the decisions of private agents. The policymaker is not

constrained by the decisions of private agents in the future (that is a problem for future

policymakers).

• Today’s policymaker recognises that future policymakers will act according to a feedback

rule that determines outcomes for the endogenous variables. That feedback rule is Marko-

vian in the sense that it determines outcomes as a function of the minimum number of

variables that can determine equilibrium in period t: the state vector plus the value of

today’s shocks. Today’s policymaker takes the feedback rule as given.

• We use the first order conditions of the policymaker’s problem to solve for a fixed point:

the future policymaker’s feedback rule and today’s decisions have the same form.

This protocol is consistent with the implementation of the numerical simulations.

In the baseline policy configuration there is a single (monetary) policymaker, setting the

short-term policy rate (i) to minimize the ‘flexible inflation targeting’ component of the welfare-

based loss function. Though the model contains endogenous state variables, none of these state

variables constrain the ability of future policymakers to deliver the optimal output-inflation

allocation by an appropriate setting of the nominal interest rate. As a result, time-consistent

monetary policy satisfies the static trade-off condition (11).

When the LTV tool is active, we assume that the timing protocol above is modified so that,

within each period t, the macro-prudential policymaker sets θt before the monetary policymaker
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sets it.
42 Once again, the endogenous state variables do not constrain monetary policymakers

from delivering the optimal output-inflation allocation by an appropriate setting of the nominal

interest rate. To solve for optimal time-consistent policy with active LTV, we therefore add

the static trade-off condition (11) to the set of linearized constraints derived in Appendix D.

The macro-prudential policymaker then sets θt to minimize LMaP
t taking the behavior of the

monetary policymaker as a constraint.

E.2 Dealing with Occasionally Binding Constraints

We follow the approach in Holden and Paetz (2012), which is very similar to ’OccBin’ (Guerrieri

and Iacoviello, 2015) and particularly convenient in our case. Let xt denote the vector of endoge-

nous variables. We can rewrite the equations that characterize the solution of an optimal policy

problem (equilibrium conditions describing the private sector behavior plus first order conditions

of the optimal policy problem) as

HFEtxt+1 +HCxt +HBxt−1 = Ψεεt + Ψδδt. (52)

The matrices HF , HC , and HB collect the coefficients on the endogenous variables. The matrix

Ψε collects the coefficient on the exogenous shocks, which are in the vector εt. The vector δt

contains the shocks that we introduce to impose the occasionally binding constraints, weighted by

the matrix Ψδ. We add these shocks to the model equations with occasionally binding constraints.

Consider for example the borrowing constraint. We include to its expression the ‘shock’

δdt . When the borrowing constraint binds, δdt = 0, so that dbt = (1− γd)
[
θt + qt + (1− ξ) h̃t

]
+

γd
(
dbt−1 − πt

)
, and the borrowing constraint determines the level of debt. When the borrowing

constraint is slack, we choose δdt > 0 so that the multiplier on the constraint is exactly zero

(µt = 0 or µ̃t = −µ̃ss). In that case, dbt < (1− γd)
[
θt + qt + (1− ξ) h̃t

]
+ γd

(
dbt−1 − πt

)
, and

the level of debt is less than the borrowing constraint.

E.2.1 Comparison with OccBin

As mentioned, our approach shares several similarities with ‘OccBin’ (Guerrieri and Iacoviello,

2015). For example, when the collateral constraint does not bind, the shock δdt ensures that the

Lagrange multiplier µt is exactly equal to zero. Adding this shock is effectively analogous to the

OccBin approach of defining different sets of model equations that apply whether the constraints

are binding or not. One advantage of our approach is that it scales up easily as the number of

occasionally binding constraints grows.43 In addition, our approach also allows us to check for

the uniqueness of the solution.

42Both policymakers make their decisions after the shocks have been revealed, but before private
agents make their decisions.

43Incorporating N occasionally binding constraints using OccBin requires specifying 2N alternative
sets of model equations, whereas in our approach we need to add N ‘shocks’ (and possibly up to N
auxiliary equations/variables such as dgap).
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Practically, to solve for the values of δt (with t = 1, . . . ) that impose the occasionally binding

constraints, we use the rational expectations solution of the model (52)44

xt = Bxt−1 + Φεεt +

∞∑
i=0

F iΦδEtδt+i (53)

where B, F , Φε and Φδ are functions of the coefficient matrices HF , HC , HB , Ψε and Ψδ in (52).

The solution in (53) is valid for any expected shock sequence {δt+i}∞i=0, as long the shocks do

not increase at a rate faster than (the inverse of) the maximum eigenvalue of F . This point is

important because our solution must cope with the fact that the equilibrium in period t may be

affected by the expectation that the constraints are binding in period(s) s > t.

E.2.2 Incorporating Bounds on Policy Instruments

In the same vein as for the collateral constraint, we can append a ‘shock’ δit to the flexible

inflation targeting criterion (11) to impose the zero bound on the nominal interest rate for our

baseline (‘flexible inflation targeting’) policy assumption. This approach works well when the

behavior of the model with a binding constraint is equivalent to its behavior with the targeting

rule featuring the time-varying shock.45

More generally, however, discretionary solutions with instrument bounds give rise to first

order conditions with time-varying coefficients. In particular, the coefficients that capture the

marginal effects of the current state variables on expected future control variables will not be

constant during a period in which the policy instruments are constrained. The reason is that

the instrument constraints alter the ability of the policymaker to affect the current state of the

economy.46 In the context of the simulations we consider in the text, this consideration applies

to the assumption that there is an upper bound on θt: we assume that the LTV limit cannot

exceed 100%.

To deal with this issue, Brendon et al. (2011) develop an algorithm to solve for the equilibrium

allocations of a linear model subject to instrument constraints under perfect foresight. The

algorithm casts the problem into a discrete time dynamic programming problem, creating a set

of first order conditions that account for the number of periods that the instrument bound(s)

are expected to bind. This approach therefore generates coefficients (the matrix of derivatives of

expected future controls with respect to current states) that vary during the period over which

44We obtain the rational expectation solution of the model with the Anderson and Moore (1985)
algorithm.

45If we assumed that the bounds on policy instruments never bind, the marginal effects of allocations
at date t on expected outcomes at date t + 1 would incorporate (in equilibrium) policy responses that
are a linear function of the state vector.

46For example, consider the marginal effect of debt on expected inflation. When unconstrained by
the zero bound, changes in the short-term nominal interest rate affect debt via the borrowers’ budget
constraints, and hence future inflation (and other endogenous variables). However, when constrained by
the zero bound, the marginal effect of changes in current debt on expected inflation do not include any
response by the policymaker.
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Figure 8: Credit supply scenario under flexible inflation targeting with (solid red line) and
without (dashed blue line) occasionally binding constraints.

the instruments are constrained. We use this algorithm to compute the equilibrium in our model

in the relevant cases.47

E.2.3 The Baseline Simulation and OBCs

To simulate the model, we first assume that none of the occasionally binding constraints binds.

We produce this first simulation by setting δt = 0 ∀t. Then, from a given initial condition x0

and a realization of the shocks ε1, we compute xt = Bxt−1 + Φεt for t = 1, . . . ,H, for some

simulation horizon H.

With the initial simulation in hand, we then check whether the relevant variables violate

the assumption that the constraints never bind. For example, we check whether the implied

trajectory of the multiplier on the borrowing constraint is always positive (µ̃t > −µ̃ss ∀t) and

whether the path of the policy rate is always positive (it > iZLB ∀t). If the initial simulation

violates any of these assumptions, we invoke the quadratic programming procedure discussed in

the previous section to enforce the occasionally binding constraints.

To illustrate the effects of the occasionally binding constraints, Figure 8 shows the outcome

of our baseline credit supply scenario when the policymaker pursues a flexible inflation targeting

monetary policy rule. The figure shows two variants of the simulation. The dashed blue lines

ignore the occasionally binding constraints. In this case, the nominal interest rate and the

multiplier on the borrowing constraint can in principle take negative values (the former does,

47We are grateful to Matt Waldron for helpful discussions on these issues and for sharing his code to
implement the algorithm in Brendon et al. (2011).
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Figure 9: Housing demand scenario under flexible inflation targeting with (solid red line)
and without (dashed blue line) occasionally binding constraints.

the latter does not). The solid red lines replicates the simulation that respects the occasionally

binding constraints reported in the text.

The results demonstrate the importance of applying the occasionally binding constraints.

When disregarded, the policymaker is able to fully stabilize the output gap and inflation. How-

ever, achieving that stabilization requires quite large fluctuations in the nominal interest rate.

Indeed, the collapse in housing demand generates a long period in which the nominal interest

rate is negative. The distributional consequences, however, remain severe, with the consumption

and housing gaps both falling by about 15%, although less than when the ZLB binds.

When we impose the constraints, the monetary policymaker cannot stabilize the output gap

and inflation following the deleveraging shock. The economy enters a recession and inflation falls

sharply while the nominal interest rate remains constrained by the ZLB.

Figure 9 repeats this analysis for the housing demand shock variant of the experiment. The

same pattern emerges. The reversal of the housing boom causes the ZLB to bind so that a

recession occurs (solid red lines). Allowing the policy rate to become negative—and track the

natural rate rnt —avoids the recession (dashed blue lines).
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