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NOR-TECHNICAL SUMMARY

There are now a large numher of alternative methods of estimating
linear econometric models whicih contain rational expectations
variables. Researchers have sought estimation technigques which
are statistically efficient, easy to compute and of general
applicability. Despite many claims to the contrary, it appears
that it 1s not possible to satisfy all three criteria. In
particular, increased efficiency is tikely to be achieved only at
the expense of ease of computatisn and genzrality. In a 1982
paper the author showed how to use standard estimation procedures
to obtain efficient estimates with the least computational eost.
Unfortunately, these procedures lack generality: they are only
available for models in which the only variables about which
ratronal expectations are formed are dated 1in the current paried.
If rational expectations are formed concerning the value of a
variable during some future period difficulties arise. The
purpose of this paper is to extend the analysis by carrying out a
systematic analysis of a number of models which have future dated

rational expectations.

It 1s shown that before one can devise an efficient method of
zstimatlon it is necessary to xnow what type of solution the
medel has. Three types of solution are possible in rational
gxpectations models: a globally stable sclution, which in general
1s not unique: a saddlepoint solution and a jlobally unstable
soiution. The last two may or may not be unigue. They may not
even exist. Each of these solutions (where they exist) can be
given both a backward and forward representation. These
solutions can be expressed in a fairly general form, which may
g1ve the impression that a general way of obtaining an efficient
estimator is also available. But each type of solutien imposes a
different set of restrictions on coefficients in the generai
representation, and efficient astimation reguirss that these
restrictions are taken into account. The exception is the casc
of globally stable solutions which impose no restrictions and as
@ result are not unique. Thus a generally efficient method of

cstimation :s not availabie for all soiutions.
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Uniess there is some reason to impose a particular type of
solution on the model, =fficient estimation 1s not possible. One
rationale for selacting a particular solution a priori is to
assume that the solution is unique. Tfficient astimation will
than be possible but will require knowledge of the restrictions
neaded to be imposed. In the absence of such & raticanale it will
he necessary to discover what type of solution the medel
possesses before obtaining an efficient estimator. This will
require preliminary estimation and hypothesis testing.

In this paper we analyse a number of commonly used types of
model. The solution of each model is obtained using Whiteman's
modification of Muti's method of undetermined coetficients.
Different ways of representing these solutions are discussed apd
these representations are related to previous solutions that have
appeared in the Literature. ETach solution is given one or more,
backward and forward representations, and the restrictions
associated with each representation and each type of solution are
given. For each model and each type of solution both Felly
#fficient and less efficient estimators are proposed.

Inefficient estimators are usually obtainad by replacing
expectations with realisations. This in effect creates a model
in which there 1s measurement error, the error i1n this case being
the difference betwasn the expected and realised values of the
variable. Instrumental variable estimators are thereforne
appropriate in this case. Although these instrumental variable
estimators are anot in general fully efficient, the two-step. two-
stage least squares estimator of Cumby, Hulzinga and Obstfeld
will be efficient within the class of instrumental variahle

astimators.
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Due to its 2ase of computation aad robustness, ifostrumentat
variable estimation is the obvious way t2 obtalin preiiminary
astimates of the mondel prior to deriving fully =ffinient
estimates. An alternative approach is to assume - the oukset
that a unigue modzl solation exists and obtain fully =0fici-ak
astimates oOF tfhe maodel i1amediately. The coefficisnt restrictions
i@posad in order to obtaln the unigque solatilon can than be testaed
hy re-estimating the wodel without the restrictions and cavsying

out either a Likelihood Ratio or a Lagrange Multiptizr tost.



i. Inireduclion

he choice of estimaling linear models with rTalional
expectalions of endogencus variables by fully asymplotically
efficient or by less efficient bul consistent metihods involves a
{rade-off. When the model is correctly specified efficient

methods have ihe more desirable stalistical properties and, wmoreover,

(1) 4 arawback is that

will actually compute rational expectations.
efficient methods are usually not robust to misgpecification.
Imposing incorrect a praori restrictions either on the structural
equations or on the information gel will often impair Lthe optimal
properties of efficienl estimaiors and even make Lhem inconsistent.
anolher disadvaniage is Lhe greater computaizonal complexily and cosi
of efficient methods, However, with ihe widespread availability of
massive compuling power compulalicnal cosi i less of a problem Lhan
41 used Lo be. Though Lthe increasing preference for micro compulers
may entail compulatlional consirainls.

The most commonly used of Lhe generally less efficient

estimation metheds is ithe errors in variables or insirnumenial

(2)

variables method, McCallum {(1976) and Wickens {1982). Here the

rational expectations are replaced in the structural equatiens by

thelir realised values thereby creating measurement errors which are

Trully efficient estimators have been discussed for particular models
by several authors, bul general results have been oblained most
nolably by Eansen and Sargent {1980} and {1981}, and by wallis
(1980). More recenily Walson (1985} has proposed the use of
recursive soiulion methods. Pair and Taylor (198 3 have considered
{the estimation of nen-limear ralional expeclalions models by
iteralive melhods.

Z5ee alsc Chow (1983} and Cumby, Huizinga and Obsitfeld {1383).



the corresponding innovations. The equalion is then esiimated by ihe
instyumenial variable eslimalor with the informaiion sel (or a
sub-sel} Providing the instrumental varisbles. In general Lhe
estimator will be consistenil bui nol fully efficieni and will involve
lhe uee of unresiricted predictiony rather Lhan raticnal expectaliong
or model resiricted prediciions. In an important clags of cases,
however, i{his estimator while nol fully raiional will be
asymplotically efficieni, see Wickans (1982}, Thim i when the model
is globally slable and ithere are no raticnally expecied future
endogenous variables in the structural system. Furthermore,
consistency, but not efficiency, will be maintained even if an
incomplete information get ig used. The instrumental variable method
can also be shown 1o be congiglent when Lthere are future ralional
expectations of endogenous variables in the model. Insirumenial
variable estimation ig in general more robusl tn migspecificalion
than fully efficient esLlimatorg and ig very mich easier 1o computle,
Por these reasons it is ofien preferred in praclice, fThere is,
however, an even more imporiant rsason why we mighi wish to uge this
eslimator.

It is shown in this paper ihal unlil we know whatl Lype of
rational expeclations golution our model has we are not able 1o
select the appropriate fully efficient estimalor. In general linear
models with fulure rational expaclalions can have Lhree Lypen of
Bolutions glcobally Slable, unstable and saddlepoint sclutions,
Globally stable golutiony will not usually be unique whils the other
iwo may or may not be unique depending on ihe particular model. In

order to construct an efficient estimator we need to know wheiher or
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not we have a unique soluliocn. (In some cases we need {o know more
Lthan this.} Unless ihere is pood reason Lo assume a particular Lype
of solulion for the model, we will nol know whal Lhe characlerislics
of the solution are and, in particular, if il ig unigue., Where a
wacdel 18 derived from a formal optimisation programme there is often
a ratural unigue golution, or we impose conditions to procduce one., In
contrast it is pussible to construct less efficient estimators which
do nol depend on ihe uniqueness of Lha =olution, Wa can then uas
{hese eslimates io determine whal sorti of solulion we have and ihen,
if desired, use i1his informalion to oblain fully efficient eslimates,
When no soluiion exisis, even ihis will nol be appropriale,

A number of differenl models are congidered in Lhis paper.
oue Lype is ‘'static' in ithat it contains no lagged endogencus
variables, Anolher 16 ‘dynamic' in thal it has lagged endogenous
variables. A ihird Lype permils expecialions 1o be taken with
respecl io differentlly daled information sets. For every model
investigaled ithe following precedurs i followed, First, ihe full
solution is cbtained for each possible outcome using Whileman's
£1983) method, For every feasible solution, iwo approaches to
estimat.ion are examined: a direcl approach for which a fully
cfficienl estimator is derived and the errors in variables approach
for which both fully efficient and less efficieni instrumenial
variable estimalors are proposed.

The paper is set out as follows. In Seclion 2 we slate the main
assumplions of the paper and ¢onsider the basic slatic model. The

corresponding 'dynamic’ model is examined in Seclicen 3. These models are



ihen generalised in Seclion 4 io include higher order fulure expectations
and in Seclion 5 to allow for informalion gels which have different dates,

These resulls and some possible peneralisalions are discumsed in Seclion 6.
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2. The basic *static' model

Congider the model

k
¥, = oF + L px%, +te t = 1,....F (2.1}

whare the x; are stationary exogenous variables possibly incliuding

t

current and lagged values of an exogenous variable, eL is i.i.d. (U,Gz}

and is uncorrelated with the x_ .

1t° Ep¥yey © ElVy,, /0 7 vhexe 0

1

15 an information set which includes the Kegr possibly together with

other contemporanecus exogenous variables and varisbles dated t-1 or

before, It 18 alse assumed to conta:n e, which 15 known to agente but

not to the economﬂtrician.(1)

The assumption of stationary x's can be
weakened to allow certain forms of non-stationarity. The implications of
this change will be discussed below. For notational convenience it will

be assumed that there i only one exogenous variable {i.e. k=l}.

Extending the results to % > 1 1is trivial, Thus (2.3} is specialised

to
= + .
Ve uztyt+l + ﬂxt e, {2.2)
It ig assumed that x, is generated by
©
®x, = L[ 8 & (2.3
t gep © t-5

TThis asgumption can easily be modified and Et can be excluded from the

information set. The results of Section 5 can be specialigsed and then

re~interpreted as exciuding et from the information set. Including

et is tantamount to assuming that the structural error contains

varizbles Wwhose individual importance is too small to be represented
saparately by the economatrician.
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3 3 1 2 . .
where g, 15 t.i.d. (o, crE}, E(Etei.1 - @ for all 1, 8 =1,

(-] w
4 G: < @™ ang £ eszz is an analylical function on ihe opan digk,
520 B0

Although ithe analysiw below is carried oul wilh ® represenied by a

L
moving avarage procegs, it ig slraight forward Lo re-interpret (2.3} as

arising from an ARMA or an aultoregressive process, Virlually the same
Id
genaral solution for Y, ©¢curs, see McCallum (1985).‘” For

estimation purposes, it will often be preferable to seek an ARMA or AR

representation for x, . Accordingly, where reference is made subgequenlly

during eslimation to (2.3), it is usually assumed thal Lhis hag been

£
derived from a general ARMA representalbion.'?!

We shall oblain the solubion of (2.2} by appiying the method of

Whiteman (1983}.(3) We can then congider aliernalive methodg of

estamation. The general solulion of yL which is appropriate for all

TMecallum argues Lhal che advantage of & minimal ARMA repregenialion for
xL ig that it can help eliminate bubbles in the solulion for yt,

4The asumgrl.ion that B 5tet « 0 for all 1 tLlogelher with Lhe agsumpt fons

that ¢ and e are i.i.d. procegses impose slrong exogeneity on x, Il is
pasgible to reduce this asgumption to one of weakly exogenous x  withoutl
altering the main estimation results. For exampie, lagged values of vy
{(or e} could be allowed to determine xt ag well as lagged values of

% and e, Dropping E Etet = O would make x Ffully endogenous. AS we
wish to deal with single equation models in Lhis paper we shall mainiain
this assumplion. Moreover, it avoids ceriain idenlification problems, see
Pudney (1981).

uhiteman compares his golulion method with most of Lhe olLhers in the
literature. More recenlly Broze, Gourieroux and Szafarz (1984) have
proposed a new procedure,
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of ihe models we ghall examine can be written

™ ©
¥, = E ae + Cbe {2.4)
i 80 g L-3 820 8 L-&
© @ 2 «© 5
where T as < w, I bs <cw and Alzl = L asz
8- 5=0 850
@ 5
and B8{z) = E sz are analylic on an open disk., If L is the lag
80
cperator LBxL -+ xt~s for any xL, 8 2 0, then {2.3) and (2.4) can be
rewrilien
xL - e(!.]st {2.5}
¥, = A(L)et + B(L)st (2.6}
@ 8
where BH{L}Y = [ GSL ., Using the Weiner-Xolmogorov formulae
8=0
-]
E, x = L =4 E
+ +3 -3
1 Ti4s 120 Bs+i t-3
L +
~8 51 i
= T 8{LY}Y « L Bii. EL (2.7)
i-=0
it follows Lhal
E -1 Yarny - aje, + LTMB(LI-b_je 2.89
1Yie1 0% 0% (.

Subslituling {2.5), (2.6) and (2,8} inlo {Z.,2) gives

A(Lle, + B(L)e, = oL ‘{({A(L) - a e, + (B{L) - by)e

L t .

+B6(L)€t+e {z2.9)

i



Equating Lerms in e and € and inlroducing Lhe z-tranpform, (2.9)

L i
implies thal
{1 - Alz)) + a{Al{z}) - ao) = 0 (2,10}
zpBa{zr - B(z)) + a(B(z) - hﬁ) =0 (2.11%
Hence,
aao-z
Alz}) = o {z.12)
aho - PzO(zY
B{z) = ——MM8}@™ {2.13)

x-Z

implying that the coefficients ao and b are free parameiers yel Lo

]
be determined. Equations (2.12) and (2.13) are analylic for Izl < 1 if
and only if Ial » 1, olherwise A{(z} and B(z} have a removable
singularily al « g{z 1 Izl < 1}; see Whileman p.7. We consider i{hese cases

in turn.

Case 1y lai 2 1

In this case the model is glocbally stable, implying that the path
back to equilibrium following a disturbance from it is not unique, In
Wickens {1982) only globally siable soluliong were considered., The

coefficients ao and bo defined in (2.12) and (2.13) are nolL uniquely

determined in this case and, moreever, there is no obvioug way to choose
them; see Whiteman Ch.3 for further discussgion of the point., From {2.12)

and {(2.13) the solulion for yt is

o, -~ L ab - B8{LIL
N I " ],

Yo ® Ta T % - L 1
1 a 1
. L .8 -3 14
a ¥t T a e P A% T 3 % RS (2.14)



a} Efficient Estimaiion

Estimation of {2.]4} can be carried oul basically in iwo different

ways depending on whelher or not et 28 {realed ag pari of a composile

disturbance.

{31 Composile disturbance including =

If Et is assumed Lo be unknown Lo Lhe economeirician (even

though we have assumed ihail ®e ig included in Lhe informalion sel) then

the orror tem of oqualion (2.14) can be represenied by the HA(L}

process vt - mt“l\mere A 1lies within the
unit eircle and 15 a root ofl )}
2 [(ag * a'zxoz + bgcrz]}.
AT - P +1 = 0O
8,0, 7 &

2 2 -2, 2 2 2 2
and crv = [(aG + a )ce + boo's]/(l+x }. Egquation (2.14) could
therefore be estamated as a dynamic model with Yooy and ®,. y BB the

explanatory variables and Che remaining righi hand side variables forming

an unresbtricted MA(l} error. In Che covariance matrix of the resullbing

disturbance Lhe variance term is [ag + cx-z]oz + bzcrz', the first order

2
autocovariance is aoae/n ané the olher autocovariances are gero.

The non-unigueness of a_  and bo is not lherefore a problem if we

Q

asgume that gomghow agents have determined a_  and bo but in a

¢}

manier unknown to the econometrician who therefere regards a0 and b‘3

as uninown,

*See also-Ansley, Spivey and Wrobleski (1977).



There are iwo importani disadvanlages lo the approach of including
g, as part of a composite disturbance. Estimales of 3, and bo are
not obtainable and the estimates of the other coefficients are not fully

efficient.

{ii) Separating €y from the disturbance

Fully efficient estimates, together with estimates of ao and
b0 , can be cobtained by estimaling equations equalions (2.3} and (2.14)}

gimullanecusly and {laking accouni of the implied cross equalion
regiriclions. The efficiency gain arises from the reduclion in ihe
variance of Lhe distlurbance, see alsc Pagan {1884}, A compulaiionally
more allractive progedure which would alse be gsymplotically efficientl is

to esiimale Et from (2.3), to substilute thig estimale into (2,14} and

1hen Lo esiimaie the resulting equation by non-linear melhods. Nole Lthat

g 5 just the innovation in x, - tn effect Lhig estimation procedure

would be including €, in {2.14) as an observed (albeil congtructed) variabie.

The error in estimaling &, would be incorporated in the new disturbance

term but as it is uncorrelated with all of the explanatory variables no

problems are created thereby. The coefficient of eL in {2.14) provides

an efficienl eslimalor of bo and re-wrilting the dislurbance of (2.14}

1 - .
as aeeL " o ageL_l we can oblain an eslimate of ao from the

coafficients of ﬁo L1 and y‘L-IA



b; Instrumenial Vavriable Estimalien

An alternative te bhe direct estimalion of (2.14} i# Lo use Lhe

{13}

erraoryt in variables approach. This involves replacing Etyt+11n

equation (2.2) by ey and estimating the resulting equation by

insirumenlal variables. Since ralional expeclalions implies ihat

Yier T Fe¥egr ¥ Ve (2.15)

wharea Uiy 15 the innovation in Vil ¢ substituting Etyt+1 for LA

in {2.2) gives

+px +e - ou {2.16)

Yo 7 e t 41

from {2.14) we can Show that

.2 . B .1
By a% " a®™ "o
and hence
Upr = %% Y Pl

implying that eguation (2.5} can be re-wrilien

= + -
Yy =W ofer T fL T Pt

+ -
L e PP

(2.17)

Comparing equation (2.17)} with Lhe golulion {(2.14) il can be seen
that {(2.17) 3§ just another way of writing (2.14), Replacing it 1in

{(2.17) by %-1 and renormalising on the new y t.(1.!'15 previous ¥ 3

4]

gives (2.14). Thus (2.17) is alsc a solution to {(2.2) for the case

TMecallum {1976) and Wickens (1982},
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fal # 3. The rational expectations soluition methods of Gourieroux,
Laffont and Monfort (1982) and Broze, Gourieroux, Szafarz (1984) are in
fact based on such an errors in variables approach. In oblaining (Z.17)
we have used cur knowleédge of the solution (2.14) in deriving ihe

relationship between u and e and € - In particular, we have

1+1 L+1 141

taken account of ao and bﬂ being undetermined when ol » 1. Without

knowledge of Lthe solulion it would nol have been passible {o evaluale

¥t in thig way solely on ihe basis of (2.16). We relurn {o i{his poinl

for Lhe cage lal < 1.

The esiimalion of egqualions like {2.17) by inglrumental variable
methods has been considered by Cumby, Huizinga and Obsifeld (1983) and
Hayashi and Sims (}1883),. The simplest but least efficient method of IV

estimation 15 to incorporate e linto & composiie MA{1l) disturbance ag

1+
above and to estimate the resuliing equation by the ordinary IV estimator,

The explanatory variables will be yu_l and xt, and Y1.+1 will need

instrumenting. Although the MA(l) structure of the disturbance term has
been ignored during eslimalion, il musl be Laken inlo accouni when
deriving Lhe limiting dislribulion of the IV estimalor. If the mode] is
writien

y-Xp+u (2.18)
where E(u) =0, E(uu’) «oL, Xizsa Txk and % isa Tx (2 >k}
matrix of instrumenis, the IV estimator for 5 is

B

_ (2% By {2.19)

where H = Z(2‘Z) 2‘X with asymplotic covariance mairix

- -1 -1
Ve = plim T oot s (2.20)
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valid instrumental variables include lagged values of ¥y and current and

iagged values of xt-, Using {2.14) and the facl thalt e L and eL are

white noise procesges it can be shown, for example, that for ithe

asymptotic covariance between Ye s and the disturbance of (2.17} is
- 1&:’.1:!1':{‘.:t c:[ae «*J:e + b e ]
P By 1% %% T & T Cofrn
- -1 i fi]
=-plmT L [u Yez o %ot %1 a2z b{)at—l]

1
a -—e + b.E ].:o
o

[aoeul 1T Pfue

implying ihal yt_lis a valid instirumental variable.

A more efficient IV estimator of {2.17) Lthan the ordinary IV
esLimalor is the two-slep iwo-stage leasl squares {2525LS) estimator of
Cumby, Buizinga and Cbeifeld (1983). This estimator Lakes account of

ihe MA(1) siructure of the disturbance of (2.17} and is given by

A Al

-1 'ﬁ-l
p o= {x‘'20 TZT'XY XK' TRY {2.21)
where i ig a consistent estimate of 0 = plim T-lz’uu'z. The limiting
s -é ~1
distribution of T(HA-B} is N(O,V) where V = plim T{X"'Zn0 XY .

Alternative choices of ﬁ have been proposed by Hansen (1982) and
cumby, Buizinga and Cbstfeld. Recalling that we can write

u =v, - Av and that Efuu’} = L, we can alsc use §=qtzfz

1 1 1+1
where we replace A and 0'3 in I by congistent estimalors. One way

{10 implemenit Lthis is to note Lthat
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p3 ¥ Q... 0
£ = bl |y 1 v o] = anty P
O ... Y Tl

whare v = -Af{ 1-%?\2') is ithe firgt order aulccorrelation coefficient of

u, . Using a consisient estimator » of v and noling that ﬁ 6

-1 - »
homogeneous of degree zero in 7T (1—!—;\2 )avg ingtead of 0, we can uge

AK AR A% ® ~
1 «Z'L % where L[ 18 E with vy replaced by <vy. The resulling

estimator of A will have the same asymptotic distribution as ﬁ
Cumby, Huizinga and Cbstfeld show that {2.21) is asymptotically
efficient in the ¢lass of instrumental variable estimators,

I1 may be noted that the most efficient estimator for medelsz

with autoregressive errors is Theil's (1958) generalised instrumental
I's
variable estimator which is given by‘”

” P £
BGIV_(BX) By

where H = £ tz(zr Y2y Y2'e 'X. For (2.17), however, this would not be

congigtent for bhe same choice of instruments because plim T'IZ'E"lu # 0.

te that v, .
To see this we note that Ffor el o
- 0 ... 0
ul 1 A vl
L i= o 1 A ... O
Yr BN I i

L+ e 1

or u = AV and that E(uu’) = B(AVW'A’'Y) = aim' = E,

1See also, Wickens {1969},
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-1
Morecover, I:v =c A" A and

-1
A =g 1 A ... 0O
Y
o 1

Hence for Zi , the ith column of &, we have

plim r'lz;‘::“lui_- plim 7 Yo* (A'lzi)'a;")u

-2
-2 -1 2 5
= Q, plim T L (J\zi‘i_ + {142} zi!“_}f Azi.t-!-z’ui.

® 0

Thig follows because u el - aane, oo uboetﬂ and hence for
zit + X, e have E(Zi,t-l—lst-u} # 0, while for zii. = ¥ wa have
E<zit+1et} N E(zi't+2et+l} # 0, Only if we exclude Yyoy ® Yt-z and

= from the instrumental variables will the GIV estimator be consistent.

Comparisons of asymptotic efficiency with 252515 are then complicated by

the fact that the gel of instrumental variables is different for each
estimator. The inconsistency of BGIV is not altered if we drop the

restriction ”‘.Nl » o and calculale a more accurate expression for

plim Tﬁlzir‘lu that does not exclude Lerms for T-1 and T.

tn our discusgion of IV eslimalion we have congidered ithe case

where € L1 has been incorporaled into 4 composiie disiurbance -

IL would, however, be possible to separate €ia1 from Lhe diglurbance
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and Lo use in our eslimaling procedure information about 51.4-3. oblained

from (2.3), the protess generaling xt. An obvioug way Lo do Lhig

in (2.17) by an estimate & obLained from

1% lo replace £ 141

141

prior estimation of (2.3). The estimaling equalion would then become

A
T R T L {z.223
S . R
where wt = et - aaoet+l - dbo(st+1 - Et+1). HWe may note that

21_41 and the instruments used above will be asymptotically uncorrelated

with wt, fence, we can estimate (2.22) by either the ordinary IV

estimalor or by 2S25LS, The resulting estimators will be at least as

efficient, as the corresponding ewiimalors which incorporate E'Hl inlo

a composile dislurbance, ut)

Case 2: ol < 1
In Lhis case the model is unatable. To achieve equilibrium

following a disturbance, Y, musl jump siraight io its new equilibrium.
In terms of {2.12) and (2.13) the coefficients aa and ho will nol now

be free parameters. They can be selected to make A{a) and B{a}
analytic by imposing the condition that their residues are zero. Thus,

from {2,112}, 3, ig chogen to satisfy



iim (@-z) A{z} = cx(ao-l) I ¢
ze

implying that a, = 1. From {2.313), bo ig chosan to satisfy

1im {a-z) B{z} = a‘bov apg(a) -~ 0
ZT

implying Lhat ho < @8{o}. Hence from (2.3} and (2.6}, ithe solution of

Yi. is

PUCEIEE ST (aps{al -~ pa(LIL) _

a-L 1 [ SR i

0

SR " T 3Y:1¢.5 Yk

1 s -t t

Defining L_sxt = E’txt-ra it can be shown that {see Hansen and

Sargent {1980) or Whiteman b.57}Y

-1 -1
STHSA o - T o, 2.2
1-al g0
Hence
2 g
yt =P L« Et.xt+s + e {2.24)
50

It is clear form (2.24) ithat yL ig always in equilibrium conditional

on the given information.

al Efficienl Eslimalion

The estimation of « and S could now be based on {2.24).

Thig can be carried out using (2.7) to subgtiluie for Lerms in Et.xt-i—r;

ilo give



@ ] .
v =p E [: ae . le g te (2.25%

i-0 [g=t
o
= h 1—50 Yi®.a T
o
where vy, = ¢ nses+i. Truncating the summation of {2.3), and hence
530

{2.25), estimating (2.3} and (2.25%) jointly by non-linear maximum
likelihood, and imposing the across equation non-linear restrictions

assecialed with yi would produce an asymptotically efficient estimalor

of o and 3.
In praciice Lruncaling the summation in (2.25) will nol be

necessary if xt can be expressed as a finile ARMA (p, g) process,
the solui:on for ¥, can then be expressed in the form

p-1 g-1
y._-thix_.-iE ke . +e (2.26)

t 120 1-4 40 i7L-1 L

where the coefficienls hi, ki are functions of the model

{11

paramaters. Egitimating {(2.26) jointiy with {2.3) and Iimpoming the

non-linear restrictions associated with h ki will enable

5t

agymptotically efficient estimates to be cbtained.

1see the Appendix for further details of the derivation of eguation
{2.26)

i



by Instrumental Variazble Estimation

An alternsbive is to use the errors in variable approach and to
estimate (2.16} by an instrumental variable estimator. The innovation

Uy will be difforent frem before, From the solution, equation {2.24),

we find that

o

a8
Eg Yo = A B & Ep¥iign
5-0
and hence
@ =3
Yy =P gio B B e T Cn

H

@
8
Al L a8 lE + e
[sﬂﬁ s] t+1 t41

=Pt S

Equation (2.16} can therefore be written

Y Sy g F R - oS TR T Ty (2.27)
This has Lhe game struclure as (2.17}, ihe corresponding equation in

cage 1. The difference is ihat 2, and bO do not appear in {2.27)

because ihey are now uniquely delermined as funciions of the bagilc
parameters of the model. Like (2.17) equation (2.27) ig an aliemrnalive

way of writing the moluiion for ¥ Solting 1 egual 1o L-1 and
renormalising on the new ¥y enables (2.27) to be re-written as

1 g 1
= - = + + - = B .
Ve "1 T a e % T S T a S (2.28)
Thiz is a backward version of the solution analagous to (2.14)} but without

the indeterminacy created by the presence of 50 and bo’ Equation
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{2.28) can also be derived from {2.14) by imposing ihe resirictions

a.o = 1 and bo = pa(ay,

Alterpative instrumental variable estimates of (2.27} can be
obtained in the same way as for (2.17). aAnother more efficilent class of

IV estimators is available if we replace € in {(2.27) by an estimate

t+1

2L+1 obtained ag before and treat gt-!—l ag an obgarvable variable.

A further gain in efficiency ig possible if account is taken of the

restriclion belween the coefficienis of Y*L+1 and et.-l-l'

Fully efficieni epiimales can also be oblained by esztimating
(2.28) jointly with {2.3} using ihe maximum likelihood eslimator and
itaking into account Lhe crosg-equation resiriclions. 14 should be noled

1hal Lhe coefficienlt of y‘L-—l in {2.28) will be greater ihan unity.

Normally when estimaling a difference equalion we make Lhe agsumplion Lhat
the equation 1s stable. But because igl < t, {2.28) is nol stable and
hence is not a conventional difference equation. Depending on the
algorithm this may affect the convergence properties of the program used
1o compute the maximum likelihood estimates, Ii doag not, however,
influence the existence of maximum likelihood estimates. Conventional
theory alsc makes the assumptioen that the model is gtable when deriving
the distribution of Lhe maximum likelihood eglLimalor. Clearly the

slandard proofs will nol therefore apply here. In pariicular, yL will

need Lo be solved forwards nol backwards. Once thisg is done there is no
problem aboul deriving ihe disiribution of the maximum likelihood

estimator,



prawing together our resulis so far, we have found ihal whether or
nol the model (2.2} is stable oF unstable will influence boih the solulion
and ihe molhod of oblaining efficiani astimales. an efficieni estimalor
requires Lhat all of the available information is iaken inlo account and
withoul prior knowledge of whether the model is slable we are unable to do
{hie. In conirast ihe insirumental variable estimalors proposed do not
depend on prior knowledge of Lhe stability of the model. This Buggesls
that we should first estimate the model

+ + v
"

Yo = T t

by instrumental variables possibly allowing for the fact that vt is a

leading MA(1} variable and then use the IV estimate of a to determine
whether {2.2) has a stable or unstable golution. Depending on the sutcome
we can then choose iLhe appropriate fully efficienl estimator. &s we shall

gee, 1his approach is appropriate for all of the models considered in this

.
paper.‘??

In deriving ihe solution for ¥y above using Whileman's method we
have assumed that =, is stationary. This asswnplion can be relaxed
somewhal. If lai < 3 we can oblain the solution for yL given by {2.24)

direcily from {2.2) using successive substituticn metheds 1o eliminate

Etyt+1’ Thug for n > 0

1chow (1983t has also proposed a general method of estimating RE models
based on replacing expectations with realisations and inciuding the
innovationg as explanatery varzables. Im effect his procedure amounis io
the unrestricted estimation of {2.34) exciuding any consideration of
posgiblie restrictions which can arise in the case of unique (and other)
solutions. It general Chow's approach will not therefore lead Lo
efficientjestimaticn. see alge Chow and Reny (1985).



n-1 n-1

<] =3
= + + N
v, u“styun BLaEX, BE aEe, (2.29)

and as n <+ o (2.29) converges to {2.24). This solution procedure has not

made any explicit assumptions about the giationarity of xt. In fact, all

[+a}
we vequire is that Lthe expression E ns Etxt+s aexiglg. If, for example,
220
® g
XL - #xt-l + et then sioa Etxt+3 = xL/(l-un). The required condition,

Llherefore, is thal Joul < 1 and nol {hal Ip! < L. In pariticular, for

1> a> ¢ we can have é > p> 1.
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3, Medels with lagged dynamics

In Ehis secticon we extend the basic model by including lagged
values of the dependent variable ag explanatory variables. We begin by
examining the special case where

= oF K {1,
4 ear T ey YA YO 13.31

r
the results can easily be generalised to allow for the inclusion of more
than one excogenous variable and, with a little more effort, to permit
higher order lags in y. we make the game assumptions as before and
where possible we will use the previous notation.

The solution of {3.1) i obtained using the same procedure as
before. It can be writien in the general form (2.6}, From (2.5} - (2.8}

we can express (3.1) as

- _1 - -
A{L)et + E(L}Et =~ al " {{A{LY ao) et + {B{L)} ho)at}

{3.2)
+ BL(A(L)e_ + B(L)e,) + gB(LYe, + €,
Thig implies that
way -z
AlZ) @ —rr——— {3.3)
a -z + 522
abo - zBO{2}
Blz) = — {3.4%
a -~z + B2
Let nl and nz denote the roots of the quadratic eguation
2
@ -z + 82 =0 {3.51

ithen nlnza a/8, nl + ﬂz = 1/8. Asguming Lhesa rools are real, ihree
posgibilities exist: {i} inli,lnzi a1

{ii} |n11 2L . lnzt < 1



and  (idi) In l.int <1

Case i: Inil 21, i«2,2

In this case the model is globally stable and will converge

ron-uniguely on a new equilibrium following any disturdance. ac and bo

are again free parameters and from (2.6) the solulion for yt can be

written
2
{a - L, + 5L Y Y‘L = {CIE}O « LY E‘L + (ﬂbo - g8{ L)L} E‘L
ar
1 5 8 1
== -~ - £ - = + .
Yo Ta¥tar T aVe-2 T g Feer V3% T @ %1 Y BTt (3.8}

The disturbance term of (3.6) is the same as that of {2.24%.

al Efficient Estimation

Estimation of (3.6) may be carried out using similar methods io

those proposed for (2.14) because the additional pregsence of yt_z

creales no new issues of nole.

b} Instrumenial Variable Estimation

Using the errors in wvariables approach we replace Etyt+1 in
{3.1) by Yt+1 to give

Yo S Wegg F Oy P B te -oan (3.7
From (3.6} the innovation Yo, aoet+1 + b0€t+1 and hence

Ve = Wypy * Wy YA - OB, e caae (3.8}

which apart from the presence of yt_1 is identical to {2,17). Again



{3.8) is an aliernalive way of writing the solulion for ¥y o Equalion

{3.6) ¢an be derived from (3.8) by setiing L egual to L-1 and

renormalising on yt,

Fguation (3.8) can be estimated by 1lnstrimental variable methods

in the same way ag (2.17), We may note that lagged values of Yy remain

valid instruments. To see this, consider

1
plim o E Yiop (B - )
11 8 B 1
P - - - - - - +
plim & B oYz " Y3 a2t %1 "5 Bz Y Pofiar)
(8 = 988 41 7 98 )

c LI . i 1
ase 2 nl » 1 inz <

In this case we have a saddlepoint soluticn. There iz a unigue
stable manifold, or faddlepeint path, along which convergence to

equilibrium takes place and, following & disturbance, Yy Jumps straight
on to that path, see Wickens (1985). The coefficients ao and bG
can be selected uniguely to achieve this by making A(nz} and a(nzl

analytic through imposing the condition that the residues of Az} and B(z)

at z = n, satisfy

F85™M,
lim {(n_-z2} A(Z) = g = O
zam,  ° 5(ny-ny)
2
ab_-n_ge(n_ )
Um (ny-2) Bz = —0—=—2. = o

2om, 8(n,-n,)



It follows Lthat we select ao = r;zfu and bo = nzﬂe(nz /. We nole iLhat

A(ql; and B(r;l,! are analylLic. PFrom (2.6}, (3.3} and {3.4) wa can now

SXpravs Yt ag

(ﬂz'm (ftzﬂe(nzﬁ - B8(LIL}
Y, = - =, 8+ - - P 4
t S(ﬂl L){ﬂz LY L 5(?‘31 L}(ﬂz Y L
Thus
{1 -nzn'le(nz )e(m'l}
(my-Lyy, = e + 8 I *y
1-v %
r4
and the soiution fer Yt. is
@
1 B8 g 1
Y, =™ ¥ .+t . E n, EX L et - (3.9}
t nl t-1 5!11 a=0 I A 6111 t

In (3.9} the unstable root 1’}2 has bheen solved forward as in (2.24) and
ithe stable root 1';1 has been solved backwards as in (2.14}).

It is insitructive to re-wrile (3.9} as
fr - 2y, - 3.10
&Yy - " Yo " Y £3.10)

where

1]

g 1
£t n Ex% i @
geg 2 Lt4s T B(n -1) L

- <]
A TN E)
L 8(111 1}

Equation (3.10) shows that the moluticn (3.8) can be interpreted as a
partial adjustmant model with ;t + the tarpet value of Ve oo based on

information available in peried t. In other worde, movement along the

saddlepoint path follows a partial adjustment mechanism and the jump onto

the path is captured by a changa in frt
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It should be noted that {ft will vary through time and, if
the exogencus variables include current and lagged values, then a change
in an exogenous variable will result in more than one change in )‘rt .

For an example of this involving Dornbush's oversheoling model of exchange
rates, see Wickens (1984).

The partial adjustmeni medel obilained here can be compared with
the derivalicn of pariial adjustmenl models of Brechling (1975), Eisner
and Slirolz (1963}, Moriensan (1973} and Treadway (1972). They showed Lhal
if expectations are slatic, and the oplLimal solulion of Lhe decision
variable is obiained as a resulli of maximising a mulii-period objective
funciion involving quadratic cosis, then the dynamic behaviour of the
decigion variable could be represented by a parfial adjustment mechanism.
Az here, the fundamental dynamic egquaticn of the decision variable in this
earlier work 1B a second order autorepressive process with one stable and
one unstable root. The unstable root i eliminated by imposing the
transversality condition and the stable root provides the adjustment

parametar.

a) Efficient Estimatich

Az for equalion (2.24), eslimation of (3.8} can be carried oul by

expressing Lhe disiribuled lead lerm as a disiribuled lag in Et, Thus

{3.8} can be re-wriltien

1 g = 1
Y, STy Lt L .5 ,+-—oaea (3.11Y
1 r;l 11 Enlim it-1 5:111.
@ 5
where rbi = L nz BEH-i' Truncaling the summation, estimating joinktly



with equation (2.3} and mpcsing Lhe cross-equation reslriclions implied

hy ¢i would provide asymplotically efficient estimates of nl,nz and g%“
1

From {3.5) we have Bnlqz = a and G(r;1 + nz) < 1. Uping Lhese we can

easily oblain estimates of the basic paramelers of (3.1), namely o, B and
5. In an analogous argument to that used in Section 2 for equations

(2.25) and (2.26), 1if x, can be expressed as an ARMA (p,4) Process, then

truncation of (3.11} can be avoided by writing the soclution of Yt as

v L1 prl q-3 1
[ ¥ + E h.x + B rE _ti—e {3.12)
171 o, 3t-1 imllti §n t

where again hi* ki are functions - differeni ones - of the basic

{
parameters.‘T) Asymptolically efficient eslimates of Lhe parameters of
{3,1) can be obiained once more by joint non-linear estimation of (3.12)

and {2.3} having re-writien (2.3} as an ARMA process.

b} Instirumental Variable Estimalion

This ig based once wore on eguation (3,7}, From (3.9} or {3.11)

the innovatich ut+1 can be expressad as

o
. 1
Eomy (B3 Bt % Y B St

1
Uy TET Ay C By g
t+1 ny t Lt ﬁﬂl §=0 1

1

= (s

&n, ofea1 Tt Seaz! (3.1%

Tgee Lhe Apﬁendix for furiher delails of the deravation of {3.12})



Hence equaiion (3.7) becomes

31
= - - — {3.14
Vo T g T B G B Y 8L Bl B {3.14)

which has Lthe same sitruclure as {3.8) and can be eslimated by inslrumenial

variables in Lhe same way., Again lagged values of yt are valid

instrumenls since, for example,

Plim - Ly, (e - au )
= plim $ £ {%lyt_z + E%; SEG ﬂz A E%; et-l}
[ . - X% 3 ]
t &n, Tt sny Tt
=0

Since {3.14) 15 an alternative way to (3.9) of expressing the

solulion for YL angd can be re-writlien as

ey

5 g o 1 1
L= - E o — I - .

1oy T ¥z TaeMertE 0t B, °L @ Pte: £3.1%)

we can also oblain fully efficieni eslimales by esiimating (3.15) and
{2.3) joinlly by maximum likelihood and methods Lfaking inlo account the

crogs-equation parameler resiriclions.



Case 3: Inii <l, 1=1,2

T thig cage it can e shown that no selution for Yy exists,

Because both roots lie within the unit circle, A(z) and B{z: , given by
equations (3.3) and (3.4}, will not be analytic but will each contain two

singularities at r;land n, - Por A{z} and B{z)} to be analytic for

izl « 1 , we require lim (ni-z) Az} = 0 and lim (ni-z) Bz} =0

zm, 2om,

for I = 1,2. Thus, four conditions must be satisfled and there are oniy

two free paramebers a

0 and ba available to achieve this., A solubtion

is not therefore possible for x defined by equaktion (2.3}, Ewen if

t

n, = N, the preblem remains. See Whiteman p.15 for further discussion.

The resulis of Lhis seclion can be peneralised Lo models with
higher order lags in ¥y guch as

m

+ + +
Yo = aEY oy Sree T TS

L = BBV, (3.16)

e
Provided (3.16) has not more than one unstable root only cbvicus

amendments are required to the above reswlits. In solution (3.6) the

highegt order lag becomes Yy m-1 and in equationg {3.8), (3.9 and
{3.14) it is Yt«m . If there is more than one uncstable root then no

selulion Lo {3.16) will exist.



4. Models with more than one fulure expecied variable

Another important extension of the bagic model of Section 2 is
where we have more than one rationally expected future variable. A

general reprasentation is

n
i 4.1
Yoo B S EYe T AT (4.1}
g1
wWe shall congider firgt the case where n = 2:
Ve = S By Y OB T T AR T R (4.2)

The extension of these regult to the general cage of (£.1) is

eagily made, The previous agpumptions about xt and et will be

maintained.
The soluiion of (4.2) ig oblained ag before. From (2.5) -(2.8)

wa can rewrite (4.2) as

-1 . ;
A(L]EL + E{l‘..]E:L - &y ((A{L} - aolei + (B(LY - bojt:t}

-2
+ -a - + - -
uz‘{. {{a(L)y ac alt.)et {B(L) bo bIL’EL}
+ BOYL st-!-et {4.3)
Hence
uzae + (alao + uzaljz - 22
Alz)y = 2 {4.4)
az + ctiz -z
2
ab + {(ab + ab jz -pz 8(z}
Blzy = 2.9 1.9 2.2 (4.5}

F3
a, + -
s+ GE - B
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Equations (4.4) and {4.5} have four free parameters aﬁ, al, bc and bl’

tat ny and n2 dencte the roots of zz - ulz - cxz = £ and assume they

are real, Three possibilities exist: (i) in 1 , in 1 > 1, 1
2

{ii} lnlz 1, H']zl < 1 and (iii} Iqll N “12' < 1. We consider each

in turn,

case 1r Ind 21, i-2

‘the model i globally stable in Lhis case and the four free

parameters cannob be chosen uniquely. From {(2.6) we can write yt as

2, _ 2
(cxz-i-cxlI.-—I. Wy, = (nzao + (cxlao +* orzal L )et

2
+ (szo + {a b +a b JL-ge(L}L }Et

1’0 21
or
I+ o a
1 B 10 1
- -2 -
t o “L-i cxzt. cxztz ot nz 1l %-1 =,
o b
+b 1 0
cet + [ “2 + bl]st-l {#.6)

a) Efficient Estimation

Estimalion of (4.6) can be achieved using sultably amended

L14). i
methods to Lhose proposed for {(2.14). The Llerms in e et.—l' By gv By

and sblcould be treated as a composite MA(Z} disturbance and an



37

and x as

unresiricled MA(2} estimalor applied with Vi1 Yyp 1.2

explanalory variables. Fully efficieni estimales are derived by the

joint eslimation of (2.3} and (4.5) in which only the Lerms in ei, eL_l
and eL_Ere incorporated jinifo the disturbance. Alternatively, ¢ L
and et_lcan be replaced in {4.6) with estimates cbtained from
prior estimation of (2.3},
B} Instrumental Variable Estimation
The errors in variables approach can be implemanted by
re-writing {4.2) ag
- + + B - W7
T O T TV P AR e au g ) (.
where ut+i = yL+i - Etyt+i(1 = 1,2). From (4.6)
Y 7 2%t Pl
- o, a o b
1 o 10
Yegp * a, Yrer t 2% * [cz + aa} Crar t Pt * { w, * bl]"ﬁ;
T %%z T P1%ua * Pofrez t By
Hence equation (4.7) can be written
= + + - '
Vo Tt T T AR e - (ma taage,
(&.8)
T R v L TP AT
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Equation {4.8) is an alternative way of expressing the solution of (4.6). By

getting t equal to t-1 in (4.8) and re-normalifing en tha new ¥y we

obtain (4.6) once more. Equation (4.8} can be estimated consistently by ithe

ordinary IV estimator with y1.+1 . and xt ag the explanatory variables and

Yit2

“‘L and lagged values of y and x as inslromantial variables., More efficient

estimates are provided by the 2525LS estimator iaking account of the

composite MA{2} disturbance involving ey 8 4 242 Elar’ Sz If

ihe ferms € are replaced by elimates and {realed as

41 ' Seez
explanatory variables, then these iwo IV estimalors can be applied to the
resulting equation with an efficiency gain relative to the corresponding

previous IV estimator.

Case 2: “11' I, lnzi <1

Thas is a saddlepoint solution, though unlike that of the model
of section 3, it is not unigue because two parameters are still free. To
see this, we note thabt if we impose the conditien that the residues in

A{z} and B{(z) be analybtic at 2 = n, we find that

2
aa_ + (alao + nzal} nz-nz

1m  A(zy = 22 2 = 0 (£.9)
zny Gy * ANy,
a b, + (ab + o b In -ﬁB(ﬂ}ﬂz
1 B(z) = =2 10 23 72 2.2 . o {4.10)
+ -
2y w e

These provide two linear restrictions on the choice of the parameters:

: . 2
+ = &,
(uz alrgz) ao + (aznz)al nz {4£.11)
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and
2
(uz + cxlqz) bU + (uznz)bl = .Ge(nz mz {4.12)

fAcnce without two further restrictions we have in effect two free
parameters,
The sclution for yt can therefore be written
aa_ 4 (o83 +ua)L-L2
20 ( 10 23

Yy = ~(n,L)(n,1) * 8

z
. @by + {aby + a,b )L - Se(LIL .

-{n, ~LXn,-L}

Noling thal 111 + n2 - al and !31 nz = ’cxz we can show that

ﬂzcaﬁ'nlal) - L

(ny - By 3 1 t
1 -,k
2
M,(0g" 1,0, ) ot
+ nb,_ + e, - X,
1% ) L Y
1—r§2L l-r]zt.

Since

o

-1
Ley /(2L 3 - ;0 MoE1%4g1
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o &
“1 -1 -8 -g-1
- 1w +
L (10l Ty s Eomy EX b e(ny) Tonyt U EE L,
g=0 g0
and Etei.-i-s = ELE‘L-}B = 0 for 8 > ¢, we can write the melulion for Yt as
I ST i SO SN
1 1':1 t-1 nl L nl 1-1
+
+ i1 e, - 2. : nEE x
'ql nl g=0 2 T T t4s+l

Eliminating a, and bl uging {4.11} and (4.12) gives

1
n
i pY
Y, = /Y. + ia + ]e-——e_
t nlt.l {0 N L nltl
ﬁﬂ(nm} w
i 8 -5
+ b 4+ —brml g - — E 7 E x ¢L£.13Y
[u n, Loon g 2 LuiER
IL can also be wrillen as
, @
1 2 1
y—'—--y_+a.-é——e-"-e_.+EA5_ (4.14Y
1 nltl [D nJL nl‘t.l i-—:oit'l
w

. - 2_ P =3
whera AG = n(eo + (r;z 1)9(112)){‘::2 and Ai il sﬁo ag”__u “Z/ﬂl {1>0%
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a2) Efficient Estimation

The joint estimation of (4.14) and {2.3) taking account of the
cross-equation restrictions and imposing an MA(1) error on (4.14} will

therafore provide fully asymptotically efficient estimates. If xb is

an ARMA (p,q} process an alternative way of writing (4.13) is

1 Pt ai T2l 1
Yo " " ¥, .+ L hx _ _+ E ke 4 Fa, F=le - 2e {4.15)
E n L-1 1.0 i t-i-1 jnp * E-i o nl t ﬂl k-1

where as before in (2.26% and {3.12) hi’ ki are functicns of the basic

parameters.(1) Fully efficient estimation now involves Jjointly
estimating (4.15) and (2.3) again {aking accounl of all cross-equation
regtrictions. It should be noted that in boih of these eptimastors we are

unable to exploit the fact that yt-l and et_lhave the same
coefficient becauge aQ is an unknown parameter. The disturbance ghould

therefore be specified as an unrestricted MA(1) processg,

b} Instrumental Variable Estimation

The errors in variables approach involves egtimating equation

{4.7) by instrumental variables. The innovationg u land u

b can

k42

be evaluated using (4.13} or {4.14). Thum

n,
_ 2
Ypey T [”‘0 + “1] fran Y ASn

1See the Appendix  for furtherx delails of Lhe derivation of {4.15}., BNote
that the term By in (4.1%9) ariseg from the last Lerm in (4.13) and not

the distributed lead,



42

and
u - =y +a4-ﬁ-—2e - e + AE + ALE
42 T ony L 0" m, w2 o 1+1 0 L4z 174+

Hence equation (4.7) can be written

= + + -
Yo T %Y T Ve Y % T 8 T %1%%en
T
- = - - @A .
P ny| “t+2 (Myrg *+ oR ) Brpn ™ 205tz (4.163

This has the same structure as the corresponding equation for case 1,
namely equation (4.8), and can be estimated in an identical manner. A
gain in efficiency over these estimators i also possible. The main
difference with case 1 is that here the unstable rool has provided two
extra restrictions, equations {4.11) and (4.12), which enable us to
reduca Lhe numbsr of fres parameters from four in (4.8) to lwo in {4.16),

namely a, and bc'; Racalling Lthatl nl and 112 satisfy ™ + n, e
and nl nz e —uz , we can see that the termg in e in Lhe disturbance of
(4.16) provide an additional non-linear resiriction.

Equation (4.16) can be re-written as ihe backward difference

eguation

which im equivalent to (4.6) but with iwo restraictions which hag been used

1o eliminale a, and bl’ An alternalive way of oblaining a fully
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efficient estimator ig, therefore, to estimate this equation jointly with

{2.3) taking into account the tross-equation parameter restrictions.

Case 3: In,l <1, 1= 1,2
Ty

The model new has bobth roots unetable. A8 1in cage 2 of sgection 2

and case Z of section 3, this enables the four parameters ao, al,bo and
bl to be determined uniguely, It implies that there 18 a unique solukion
for Y s and hence paih Lo equilibrium. 1In addition Lo imposing the

condition applied in case 2 thal ihe resmidues in A(z) and B(=z) be

analytic at =z = "2' we also require them to be analytic at z = n1=
This produces four restrictions: aquations (4.9) and {4£.10) which involve

n, and two corresponding expressions in - From these we can derive
two further equations to (4.11) and {(4.12) in nl, These four equations
determine the four parameters uniguely. We can show that

a, =1, 8, =0, b, = B(nze(an ©mem ) s (n, - n;1 and

h

bl B(e(nzy - B(QI)) / (nz - nl). The solulion for yL is therefore

2
+ -
uz uli I

2
uz + al L-1.

E - §

Y, = '

i

] . 2
+ ﬁtcxz(nze(nz:-nle(nl))+[dl(fzz:-ﬂze(nz))’mz(atnz)'G(nl))]L"(nz-nl)ﬂ(L)L i

2
(ny-ny M ter 1on?y
2 1
e PRIV 4 tagnatn) + ayatn )L - neecE)

t P

{ng-ny XT-ny ML-n,)

r
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2
i -1 -1
ﬁiﬂ:li -1 [{ﬂz"'lr(ﬂl“"ﬂzfﬁi)] ‘ﬂit- &(n, Ja(L} e
=a - = - 3
t (ny-ny E-m KE-n,) L
-1 -1 -3 -1
e [matrng ey myrn 8(n, J8(L) 1g
T e on,en ool IS 3 y
2" 1-n,L 1-n,L J
8 { -] 8 w
=e_ + - n En, EXx -7 EnEx ]» (£.17%
t nqu 23___02 T e lszoltt-l-s

comparing {4.17) with {2.24), where we had only & gingle unsiable rootl
which we solved forward, here we solve both unsiable rools forward t.o

give a unique solution for YL'

a3y Efficieni Eslimalion

The eslimaticn of (4.17) 48 a siraighiforward generalisation of
earlier results. One approach is io combine eguation (4.17) with {2.3)

to give

y. = B L yiﬁt-i -+ et {4.18)

truncaling the sumation and estimating (4.18) iointly with (2.3)
imposing Lhe cross equalion restrictions would give an asymplotically

efficient eslimator, Alternatively, if x, can be expresséd 38 an
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ARMA (D,Q} then (4.18) can be written in the form of (2.26) with the

coefficients hi' ki suitably redefined. Thug

¥ = Eagx + E kg + e {4.19)

which can be efficienlly esiimated Joinlly with (2.3},

b) Instrumental Variable Eatimation

The errors in variables approach once more involves (4.7), the

innovationg ut_'_l and ut+2 are now

Year T ey T AYEL,
and

u

I

ez < Braz Y B AR, A e L,

Hence {4.7) can be writlien

LT N P %P P B - Blagy, +oayy) ity

TP T (et e e (4.20)
As in the casesg of (4.8) and (4.16), equation (4.20) can be estimated by

the IV estimator with yt-{»l‘ yt+2and xt treated as explanatory

variables and the remaining variableg comprising a compasite MA(2)Y
disturbance. Egquation {4.20) can be estimated more efficiently if the

2525L5 estimator is ugsed, or yet more efficiently if Et_u and e:t_‘_2
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are treated as explanatory variables and astimated from (2.3). In the
latter case a further gain in efficiency is pogsible if the restrictions
connecting the coefficients of the explanatory variables and the MA(2)

error procasg in at are taken into account.

As before, equation (4.20) can be re-written in backward form as

a« Bla,y, + S, 7,)
1 a 170 2’0
y_--—uny".i.———y— ""'"x_“"ﬂ}'ﬁ .{,{___,.,,.,,_____—.._.. 5_
1 cxztl 2t2 aztz oL txz t-1
@, + O
1 2 i
+ et-i-[ 5 ]%4 ’“2 e (4.2

An alternative fully efficieni eslimator is therefore the joint estimalion
of {4.21% and (2.3) using the maximueom 1ixelihood eslimalor and imposing
the cross-equation regirictions.

The results of thie section have concerned the estimation of
{4.2) which, like (2.2}, is a gpecial case of (£.1). Generalising these
results to (4.1) iF fairly straightforward in principle. If all of the

roots are stable then the soluticn for yt will be an nth order

differance sguation in ¥y with a single nth order lag on xt.

a backward locking MA(n} in £ and MA(n-1) in €

4 the golution

4
for yt in the case of m stable roots and (n-m) unstable Tools

{(n >m> 0) will involve an mth order difference equation in ¥ wiih a

backward MA{m} process in o, and MA(n-m-1} in LA 1apather with

1

{n-m) distribuled jead lerms in expeclations of %. The solulion of yt



47

wilh a1l n rools ungtable will jusi have n distribuled lead Lerms in
expeclalions of x=. The direcl sstimalion procedures will depend on ths
aumber of stable and unstable roolsw in 1he solution. In conbrasi the
errorg in variables approach will be baged on ihe same eslimating
egualion no matter how many siable and unsiable roolB there are. This
equation will have n leading term= in vy, e and €.

If equation (4.1} alsoc contains lagged values of yt then we

must add the same nusber of lags in Yy to thege solutions.
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5. Withholding eguations - medels with information dated t-1 or before

All of the models studied so far have had expectations taken
canditional on information dated time t. Another important generalisation
would be to introduce variableg with expectations conditioned on
information dated t-1 or before. Whiteman refers to models with such
variables as wibhholding equations because they seem to imply that
relevant information ie concealed from agents.

By way of illugtration we shall consider in detail the estimation of
Yo = BTy FE Ve T W Y AR Y & (.13

Afterwards the extension of these results to more general models will be
discugsed. We shall maintain the previous agsumptions.
Equation (5.1} can be solved ag wefore, It can be re-written
-1
AL} e, + B{LIEt = {ol = + ¥I{{A(L)} - 5o)et + (B(L} - bo)ﬁti

+ BL(A(L}et + B(L)Et) + BQ(L)Et + et

which implies that

a, -~ {(1-va.)z
O
Az = 9 5 (5.2}
a- {(1-yz + Bz

cba + v'boz - zpB{z)

b{z)

ke

7 {5.3)
a - {1-v)iz + 8z

Let ni and 17, denote the roots of the quadratic egquation

2

a - {l1-vyiz + Bzz = 0 (5.4}
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Assuming Llhese rools are real we have ihree pesgible oulcomes, bul only
iwe, Lhe globally stable and the saddlepeinl, admii soluticns and so we
ghall concentrate on these, The third, where both rools are unstabhle,
doed not provide a solution. The analygis for thig cage corresponds

closely to Case 3 in Section 3 and therefore need not be repeated,

Case 1 h]ii 1, i=21,2

For thie gleobally stable case a(J and bo are again free

parameters and so yt can be written for any choice of ao and bo as

R S
Yo" Ta Yeo1 T g Yeez

o
M
+
o
[
+
~
m

The principle differsnce betwaen equations (5.5) and {3.6) is that

{5.5) containg an extra term invelving ehil This is the firgt occasion on
which lagged valueg of e have appeared in the solukbion of Y and ig

a feature of witholding equations,

a} Efficient Estimation

Equation {5.1) can be estimated by the joint non-linear

estimation of equationg (5.5} and {2.3), Rawriting {5.5) ag

= + .
Ve T Yo Y Ty Y TR Y st e L P Y, (5.8}
x (l_'—yag) = *
where V*L_ et - —---a-;-o— e"_:L and et= a.oet, we nole ithal, because ao

is free, ‘Lhe disturbance of (5.5) is an unresiricted MA(1l)} process, and
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estimates of the basic parameters are obtained from o = (v, + :rs/rrl.)'l

B8 = -am v=<m’s/:r‘ and 8 = -~

3" 2’

An alternative esiimalion method is Lo replace t:t and G'L-l in

N

(5.6) by estimales 21_ and T obtained from prior estimation of

(2.3} and ihen estimale ihe resuliing aqual.ion

n
Yy T MYyt T¥pp t Mokl F TS TRt Yy (5.73

where

* A -
Ve vt + "I.(Et - et) + 11'5 (Et-l - Et~1}

by computationally simpler single equation methods.
E

A difficulty which arises ig that the disturbance vt will be

correlated with the explanatory variables yt-l and xt.-l due to the

~ ~
pregence of €t - EL and 51.-1 - Et_ﬁlﬂ To sep this consider estimating

the standard linear, equation {2.8), with X exogenous, The expectalion
of the ¢ross-product of the dependent variable and {the error in

estimaiing the disturbance will be non zeror

Ey‘(u-) = B (%) (u - (T-xxexy x

E u'xcx'xz':’" X'u

koa
u

where { 1is the OLS remidual. This suggests that equation (5.7) be

estimated by instrumental variables with both yt_lahd L

instrumenmted. Either the ordinary IV or the 2525L5 egtimator can be used.
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and x X,

¥a&lid instruments are v g v Bpg e

t-z ? Yp-3 e
Consistent estimates of the parameters of (5.1} can be obtained from the
coefficients of (5,7) ag bafore, Tha 252518 estimator will be less

efficient than the fully efficient estimator dus to the pregence of

e, -£, and e -Q in the disturbance v*

+ + +-1 -1 « and to uging

instrumental variables.

b} Instrumental Variables Estimation

The errors in variables approach to estimabing equation (5.1)

again invelves replacing expectations by outcomes to give

-

5 1
Ve = T Yeag * vl ORI e S vl

B "~ AV B¥g M)

S -
Ty FeB ¥ M) (5.8}

From (5.5}, the solution of ¥p » e hava

Tear " Fe¥ea © %%a1 T Pofra
and

Ve T B ¥, =R =~ + b £y
Hence b

- B B - .,.9... 3
WEIE Nt I e tis R v OF )
-i-——:*w{(l-ya}e -« ga_e b1 5.91)
1% 078y 0%t+1 (5.

which can be re-wriiten

Yt =‘A1y1.+1 + Azyt-l + A xt + At.ei, + i5€t+1 + A B'L + Al.et-l-l {5.10)



52

The solution (5.5} can once mora be cobtained from {5.10) by writing (5.10})
in backward form.

In order Lo oblain unique poini esiimates of ithe parameters of {5.1)

A L)
1L will be necessary to Lreal £ and € {or estimates £y and Ei.+1)

as separaie explanatory variables and not include them in 3 compogite

disturbance term. We then have a = Alhsf(l\s'FAlA‘)l B = Aa(l-y),
v = “AI/AS and 8 = Az(l-y}.

Eguation {5.10) can be egtimated by the ordinary IV estimator if

e, and e,,, are treated ag a composite disturbance, or by ths 232SLS

egtimator if account ig taken during estimation of the egquaticons MA(1)

error. If fz‘t and Etu are used a8 explanatory variables then the

. N A
disturbance term will also include Et Et and Et+l EL—u’ Horeover,

ihe former will be correlated with xt, Por the firsl time in the errors in

variable approach, thorefore, x

1 will need Lo be instrumented in addition

ER-] yt+1 Lagged values of Yy and %, . ag well as 21_ and QU—J. ., can

be used as instrumenial variablesz,

case 2: iﬂll 1, iﬂzi < 2

This produces a saddlepolint solution for Yt‘ The analywig is

gimilar to case 2 of the models of Sectlong 3 and 4. The gingularities at

A(r;z) and B(nzj can be removed by choosing Eo and ba to satiefy

aa - (1-ya_in
1m (n,-2) A(x) = -2 2 2 . 5

zon, 8(n, )



oy + YBon, - me8(n,)
8( nyen,)

It

1lim (nz-z) B(zy =

zm,

from which wa find a, = “2/(“"'7’72’ and bc = nzﬁa(nz )/(m'mz)-

Frem (2.6}, {5.2) and (5.3} the solution for yt ig

a(n,-L) (u*%)nzﬁe(nz} - {a+ym, JLeS(L)
¥y ¥ . Ty - e+t - = s B
t (cﬁmzw(nl L)(n,-L} t (Mz’a“‘x L}(n,-L) 1
Hence
-1 -1
B(u+yL)(1-ﬂZL B(QZ}B(L) }
a(cx+yn2)(r;1—x.) ¥y = o + Y x - BYLK_L {5.11)
iI-nk
2
Uging (2.23), and noting again that replacing xt in {2.23) by I.xt
implies that the terms Etxt+s becomes Et-lxt+s-1' wa have

« @
i 8
r;a(cx-&yn)[y-———y_} c:e+{3[cx !:1} +¥En, E .x e -
L 2 tr;lt:l. E!_02 tt+s smz t-1"t4e-2 t-1

@
B
= me, 4+ Bla I:n B x + 7 n, B, _.x% ]
t ] B-—~02 tTi4g 23;__9 2 "L-1"l+8
. 5 ©
= o8 +f3(fﬂ~m)tn '3 }:ﬂ(g I
i 2__32‘1.t.+s 2__0 'L*Ll t+5

From (5.4} anlnz <= a and B(nl{»rgz} = 1-y and hence the golution fm-t y is

[ Bre
¥y = i_ Ye.r Fan E "2 Eyfiig )H-én 8y * a{u-g 7 5t
; 1 1 8=0 1 1

{(5.12y
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o]

where ¢, - E 1}89 . The corresponding solution for (3.1}, wnhich has no
i 2 s+i
B+0
term in Et-lyt.' is eguation {3.9). UOnlike (5.12}, equation {3.9) has no term
in et. If v=0 the two eguations are, of course, the same,

a) Efficient Estimation

Estimation of {5.12) can be carried out after it is re-written as

B o

i a a 1

—v..,* g, 4+ — L ¢, , * e {(5.13)
n Tt 1 ;ﬁ-ﬂnl t BTy gap i7¢-1 ﬂsnl t

¥y =

Equations (5.10) and (2.3) can now be estimated jointly. From estimates of

Ty e nz, B/ﬁnl, jsc»o/(-ﬂ-&nl; and the 9:‘. it is posgible Lo derive estimates
of the paramelers of {5.1) ag follows. Leil my o p/aql, ., m/(ﬁanl‘,
then a = 1, n. 0,/ (T, 8,0, 40,0, ), B -mbn,, 8+ ﬂ/f:lnz and v = 1 - B(n;4n,).

These estimales will be asymptolically efficieni, Again there may be an ARMA
equivalent of {5.13) which il would be preferable to eglimate.

) Instrumental Variable Estimalion

The errorst in variables approach is cnce more baged onh {5.8), From

(5.13) we find that

By
LBy . =———e  +—2g
Yesa tftel T yien, TEHL T yiBn, tél

and

Yo " Baa¥y T Wenm %t vren, “t
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and therefera (5.8) becomes

@ 8 8
= 2 = = U A +
WIS Mt I e i N -¥iireen (vey + o= 4y

1
+ WE{; (anye - aey gy (5.14}

Equation {5.,14) has the same general form ag (5.10} and can be estimaled by
instrumental variableg in an identical manner. I{ would also be possible to
exploit the parameter restrictions in {5.10) that arise in the & and e terms
by using a nen-linear IV estimator,

Equation (5.14) can be re-written in backward form as

B
= 37y .8 ) a [Z }
Y£ T e  Yer T a Yeez T3 ¥ear * wen, |« Be.y * By

e [, e ]
Wﬂf}l a t-1 t
vhich iz identical to {5.5) if a, and bo arse replaced by their
consirained values. Estimating this backward Bolution jointly with {2.3)
by maximum likelihood melhods and imposing the cross-equalion resirictions
will, once more, provide an aliernalive way of oblaining fully efficient
esiimales.,

The generalisalion of ihese resultis io ihe cage of higher order lags
in y in equation (5.1) is fairly obvious from the resullg of Section 3. Two
other generalisations are of interest., One ig having further future

expectations based on information dated + and t-1 such as

E¥i4rr By¥ogn +o+. and A By 1¥t4pe-++ The other im having
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variables with expectations based on information geis dated prior teo t-1.
cowbining the two produces a large number of models. Whiteman and Broze,
Gouriercux and Szafarz (1984) have discugsed particular examples of such
models.

The most peneral model considered by Whiteman {1983, p.35} is

m k
E__ L ay + L 8.y =8x + 8 {5.15})
T is#—n & t4gy 320 -1 T t

The type of solution is determined ag follows. The characteristic
equation of {5.15) is

< J

3

Az = w {2:n,} =0 {5.16)
k] 121 3

&i"')%

3
where J s m + max(n,k}). Tetl Lhere be r rools ﬂl"”'qr which
1ie ingide Lthe unit ¢ircle (i.e. there are r wunslable rooig), Lhen,
gince there are n+i coefficienls to be determined, if
(ay r = n+i, there is a unique solution
(b} r < n+i, there ig an infinity of solutions
{cy T > nti, there is no solution.

Broze, Gourieroux and Szafarz consider the model

K ®
y, 4+ £ T E, .Y = fgx, +e (5.17)
- +h- 3
t kwh:cakhtkthk 1%
whereuoozo.

If the characterigtic eguation of {5.17) i written as {(5.16}
where o = max expectational lead (< X+H)}, and r 18 ihe number of
unstable roolg then, if I = max lead when expeclalions are replaced in

(5.17) by realimalions, when
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{2} ¥ = I, there is a unique solution

i

{1 T < I, there i8 an infinity of solutions
(¢} r©r> I, there is no solution.

Combining the twoe models (5.15) and {5.17} would imply adding
-1

L B
j=0

jyt-j to {5.17). This may alier ihe value of J by adding to the lags

in ¥ but otherwize the conditions {a} - {c} of Broze et al. would remain
unchanged. The esgtimation of models such ag {5.15) and {5.17) will not be
considered here because there are a number of complications which require

extengiva discussion.



58

6. Conclusions

wWe have shown how, uging Whiteman's solution methed, fully
efficient estimators can be derived for a number of different linear
modale with future rationally expscted variables. The characteristice of
pach model and its solution - in particular whether it has a stable,
unstable or saddlepaint solution - have been found to be an important
factor in devising an efficieni method of estimation. Thig is both a
sirength - because it entailg using all of ihe available information
during estimation - and a weaknesg -because it requires prior knowledge of
the iype of solulion before sslimalion, and the eslimator is ugually made
much more complex as a consequence of incorporaling 1thia information, We
have also shown that it will ugually be helpful to the egtimation if the
exogenous variables can be modelled as an ARMA process.

Tt is well known that the errors in variables approach can alsoc be
uged for these models and that estimation can be carried out by
instrumental variables. We have shown that if we incorporate the
innovationg into a compasite digturbance terym, then the ordinary IV
estimator will always provide a congistent estimator of the parapeters of
the model and that lagged values of the endogenous variables are valid
instrumental variables. More efficient IV estimators can be obtained if
we include estimates of ihe innovations in the exogencus variables as
explanalory variables inslead of incorperaling ihese innovaliong into a
composiie dislurbance. Parhaps the main attraction of the insirumental
variables eslimators is thal prior knowledge of the Lype of solulion of
the model is not required. Coneislent eslimates of ihe paramsters of ithe
model are provided no matter the type of solution. Thig suggests that the

model ghould, first be estimated by instrumental variableg in order to
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dalermine the type of solution, fThig information can Lhen be uged

Lo conatrucl itha Bbpropriate efficieni estimator. Tests far
misspecification of the model can also be carried oul most conveniently at
the ingtrumental variabile estimation stage.

Another approach which might b adopted is o assume at the outaet
that the model has a unigue sciution and to estimate the mode] uging the
appropriate fully efficient estimator. Thig aggumption will often be in
keeping with the derivation of the model, We have asen that unigue
8elutions impose regtrictions on the coefficients of the polynomial
functions A(LY and B(L). To see whether thase regtrictions are valid we
€an re-optimise having removed the restrictions, and then carry out
suitable tests for a difference in the value of the function optimised,

If we are maximising a likelihood function then thig would be a likelihood
ralio tesl. Since we firgl compule the likelihood on ihe null hypothesig
ihat ithe resirictions are valid, ihe siep of 2leepesl ascent from Lhig
consirained optimum wiil Provide a Lagrange Multiplier type tesi,

The results derived above ars for a wide class of gingle equalion
models. It should be Straightforward to extend them to other types of
linear models uging thiy generai approach. An important axtengion yvat to
be made is to the case of a gystem of linear equations. Tha above results
indicate, however, that the ingtrumental variable estimation of equation

systems would be fairly straightforward.
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Appendix

Forming future expectationsg from an ARMA DroCess

Al several points in the main taxt - for example, equations
{2.26), (3.32}, (4.15) and (4,19} - soluilong which invelve digtribuled
iead functions in expeciations of = have been re-wrilien as ralional
distributed lag funciiong of % and e on {he assumption that x can be
repregenied by an ARMA (p,q) procesd. In ihis appendix we derive the
pagic result from which these formulalions are obtained,

The following result ig proved: if x iz generated by the

ARMA (P,q) PYrOCess

P q
T o&.x + R b.E (ALY
420 17t-1 150 i't-1
P i
where a_ = b, = 1, the roots of L &% all lie cutside the unit
¢} 2] 120 1

circle izl = 1 and e i an £.1.4. (0, cri} process, then

@ P} g-1

B
L oK ST MK 4 F B HiE (a2)
oo 1."1.+sici"1.1 N 1501
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Egualion (Al} can be writien in companion From as ihe veclor

AR({1) process

t 1 2 P Tl 1 qQ t
xf"l . 1 =:3 , “1';-2 . Gj) c’a c Ef'l ()
xé_Pu o '1 c:) {x;_p; t; 6 U e;_
or, more compactly, as
B¢ Am . tRE (as)
vhere x; = (=, S RCLL LR Ty yend gf = (e, E qrorr £egl

Uging the standard projection formula for an AR(} ) process we have

for e >0
8-1
.8
Liag “ A5 + 150 “185!:-}3-1 (a5}

from which we can gelect the element

8 81 4
Trgg T CA X ¥ 150 CA BE vn-1 (as)

where € = (1, 0, ..., 0) performs the galeclion, We can define

D a8 a yow veclor which conlains the last q-5 elemenis of the
q-B i



row vector CA]" # and F = (D e ©,..., 01 28 & wize (Q+L) row

-8 4-8
vector.
It follows that
Ex - CASEL + Pa.st (A7)

Hence we can prove ithe required resull Lhal

e [mﬂ S] [ma ]
£ aEx = La CA | x 4+ EaPF € {A8)
a=0 1t té48 g0 ~t =0 q-g} ~t
p-1 Q-1
= E A 4 F TopE (AZ)
520 17t-1 i:oiti

-3
where )\i ig the 1ith element of T aecas and #i ig the 1iih
20
q-1

elemenl of F chF . {NB: for a*q, F is a null veclor).
g0 ¥ a-8

Thig result can be applied o the equations in ithe main fext
ag follows. Equation (2.26) ig obtained by substituting (A2} into

{2.24) to give h1 = ﬁai and ki = B#.i- Equationsg {3.12} is

obtained gimilarly with “2 replacing a in A{2). Eguation (4£.19}

ig derived as the difference between two expresses of the form of

(AZY with r;z and 131 replacing a, The derivation of eguation



&3
(4.15) inveolves evaluating an expresgion of the form

gfo [ Et xt+s+1‘ Prom {A7) it can be shown that for g > 0

g+l
Fe Mmn T A X PP 8 (a2}
and hence
[+ 4] w o
g 8, 841 2]
T aE ® = LaCA "X + LaP [ (ALO)
o+ -
a=0 Tt Ttdedl i=0 ~t T 1 ~t
p-1 q-1
= PAX .+ F ope, {A11}Y
100 -1 30 it-1i

The derivation of (4.1%) i8 now obvious.
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